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A B S T R A C T   

As the prevalence of AI-generated content increases, examining viewers’ perceptions of the content is crucial to 
understanding the human-machine relationship and further facilitating efficient human-machine collaboration. 
Prior literature has accumulated mixed findings regarding subjects’ attitudes toward and perceptions of news and 
tweets written by natural language generation (NLG) algorithms. To resolve this inconsistency and expand our 
understanding beyond NLG, this study investigated the explicit and implicit perceptions of AI-generated poetry 
and painting held by subjects from two societies. An experimental survey was conducted to examine the subjects’ 
explicit and implicit perceptions of AI-generated content in the U.S. and China. As the U.S. and China fiercely 
compete to lead the development of AI technology, their citizens exhibit divergent attitudes toward AI’s per-
formance in artistic work. The U.S. subjects were more critical of the AI- than the human-generated content, both 
explicitly and implicitly. Although the Chinese subjects were overtly positive about the AI-generated content, 
they appreciated less this content than the human-authored content. The findings enrich our understanding in 
the domain of AI generation. Theoretical and practical implications are discussed.   

1. Introduction 

With the rapid development of artificial intelligence (AI), natural 
language generation (NLG) technology has been widely applied across 
the globe (Caswell & D€orr, 2018). Take news as an example, mainstream 
newspapers such as The New York Times and news agencies such as The 
Associated Press have adopted NLG technology to write news reports 
(Haim & Graefe, 2017; Waddell, 2018). In 2014 alone, one of the leading 
NLG companies, Automated Insights, produced more than 1 billion news 
articles and wrote up to 2000 news stories per second (Pressman, 2017). 
Scholars have started to investigate the social and psychological effects 
of AI-generated content, but mainly focused on news, as this is probably 
the most mature genre that AI can generate. 

Meanwhile, the impact of AI has become tangible in the fine arts and 
literature (Falcon, 2018; Schaub, 2016). For instance, a Harry Potter 
sequel story generated by a Botnik Studio’s robot met with applause and 
amusement (Liao, 2017). Creative writing has also been automated in 
languages other than English, such as Russian, Japanese, and Chinese 
(Geng, 2018). Microsoft’s AI bot XiaoIce had a Chinese poetry collection 
published in 2017 and a painting exhibition in 2019 (iFeng News, 2017; 
Xinhua News, 2019). Relatedly, the human chess champion Gary 

Kasparov’s prediction has been contravened by the recent evolution of 
computing technologies. Following his defeat by IBM’s Deep Blue in a 
game of chess, Kasparov once noted, “there is a frontier that they [ma-
chines] must not cross,” referring to areas such as art, literature, and 
music (Kasparov 1996 quoted in Hofstadter, 2001). 

While existent literature on evaluating AI-generated content has 
mainly focused on NLG or large-scale classifications of pictures (Saleh & 
Elgammal, 2015), research on people’s understanding of AI-generated 
visual art has been under-examined. Relevant literature on AI art is 
still largely philosophical or meta-physical on questions such as “Is 
machine art acceptable in the artworld?” (Ch’ng, 2019, p. 1) or whether 
creativity is a unique human characteristic (Gayford, 2016). In this 
study, poetry and painting were selected to represent different creative 
genres. Moreover, empirical studies have used exclusively self-reported 
measures to assess subjects’ attitudes toward and perceptions of 
AI-generated content. However, the longstanding love-hate relationship 
between humans and machines (with technology zealots and Luddites at 
opposite ends of the spectrum) may have complicated our feelings to-
ward AI and AI-generated content (Tegmark, 2017). Hence, subtleties in 
the appraisal of AI-generated content may not be fully captured using 
this simplistic method. 
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To resolve the inconsistencies in previous empirical findings and 
expand our understanding beyond NLG, an experimental survey was 
conducted to examine the public’s explicit and implicit perceptions of 
AI-generated poetry and painting. As the general opinion of AI tech-
nology varies from society to society, data were collected in the U.S. and 
China as two societies representing relatively pessimistic and optimistic 
attitudes toward AI, respectively, to provide a fuller picture of the issue 
under investigation. 

2. Literature review 

2.1. Perceptions of AI-generated content 

As NLG algorithms are currently reshaping global journalism, the 
implications of this advancement have clearly gone beyond the tech-
nological (Van Dalen, 2012). Skeptics and proponents continue to 
debate whether AI-generated content will ultimately meet the bench-
mark of content produced by human writers (Latar, 2015). However, a 
question more relevant to readers is how audiences perceive 
AI-generated content. As previous studies have tended to focus on 
AI-generated news, credibility and readability have been frequently 
assessed. Previous comparisons of human and AI writers have led to the 
following three main conclusions. 

First, consistent with Sundar. (2008) concept of machine heuristics, 
according to which nonhuman agents tend to be perceived as more 
objective than their human counterparts, Graefe, Haim, Haarmann, and 
Brosius (2018) observed that machine-written content was rated as 
more credible and demonstrating more expertise than human-authored 
content. More specifically, they developed a 12-item measure to capture 
subjects’ perceptions of credibility (the degree to which the content was 
considered accurate, trustworthy, fair, and reliable), readability 
(entertaining, interesting, vivid, and well written), and journalistic 
expertise (coherent, concise, comprehensive, and descriptive). Clerwall 
(2014) explored subjects’ perceptions of news credibility (the degree to 
which the content was considered informative, trustworthy, objective, 
and descriptive) and readability (pleasant to read, clear, well written, 
coherent, and not boring). His findings showed that without authorship 
disclosure, there was a slight difference in perceptions of the credibility 
and readability of text. AI-generated news was perceived as somewhat 
descriptive and objective but less interesting than articles written by 
human journalists. 

Second, in contrast to the above findings, Waddell (2018) reported 
that machine authorship negatively affected perceived credibility, as 
news attributed to a machine was perceived as less credible than news 
attributed to a human journalist. Following Appelman and Sundar 
(2016), Waddell (2018) gauged message credibility using items such as 
“accurate,” “authentic,” “believable,” “high quality,” “newsworthy,” 
and “representative.” 

Third, no significant differences in credibility or other relevant var-
iables have been identified in other studies. van der Kaa and Krahmer 
(2014) conducted an experiment with a 2 (author: computer or jour-
nalist) X 2 (story topic: sport or finance) between-subject factorial 
design, and found that ordinary news consumers attributed the same 
levels of trustworthiness and expertise to a computer writer and a 
journalist. However, the sampled journalists perceived the computer to 
be less trustworthy but to demonstrate more expertise than the human 
journalist. Edwards, Edwards, Spence, and Shelton (2014) designed two 
mock Center for Disease Control and Prevention (CDC) Twitter pages on 
the topic of sexually transmitted infections, one authored by a CDC 
Twitterbot and the other by a human scientist. Similarly, no significant 
differences were found in the subjects’ perceptions of source credibility 
and communication competence. However, the Twitterbot was rated as 
less attractive than the human Twitter agent. 

These inconsistent findings call for closer examination of perceptions 
of the quality of AI-generated content. Almost all of the measures of 
appraisal used in the above studies were drawn from self-reported 

credibility scales whose effectiveness had been demonstrated in tradi-
tional news credibility research (Sundar, 1999). However, subjects 
involved in news credibility studies typically feel little pressure due to 
social desirability bias or the “spiral of silence” effect, as a majority 
opinion is rarely detected (Noelle-Neumann, 1991). Their perceptions of 
the content can thus be accurately and straightforwardly gauged from 
their self-reported answers. In a situation that involves mixed feelings 
about AI as a challenging out-group, however, a simplistic self-reported 
measure may not suffice. 

2.2. Explicit and implicit perceptions 

Traditionally, perception has been regarded as a conscious act, as we 
rely on awareness to describe our experiences to others and respond to 
stimuli surrounding us (Kihlstrom, Barnhardt, & Tataryn, 1992, pp. 
17–54). In the last few decades, however, considerable scholarly 
attention has been paid to the process of nonconscious perception—or 
perception without awareness—by social psychologists and cognitive 
scientists (Bornstein & Pittman, 1992). They have advocated differen-
tiating perception with awareness from that without to capture “true” 
perception. The terms “explicit perception” and “implicit perception” 
were coined to reflect the discrepancy between these two types of 
perception (Kihlstrom et al., 1992, pp. 17–54). Explicit perception refers 
to a person’s “conscious perception of some object or event in the cur-
rent stimulus environment,” while implicit perception is reflected in 
“any change in experience, thought, or action that is attributable to 
some event in the current stimulus field, even in the absence of 
conscious perception of that event” (Kihlstrom et al., 1992, pp. 4–5). The 
former involves detecting, identifying, and describing sensations and 
experiences, while the latter does not require the subject to detect any 
object at all. 

Normally, individuals’ explicit perceptions overlap with their im-
plicit perceptions, due to the “fundamental multiplicity of measures of 
a—presumably—unitary construct” (Maass, Castelli, & Arcuri, 2000, p. 
96). However, when it is necessary to hide one’s true perception, a 
discrepancy may appear. Indeed, the difference between explicit and 
implicit perceptions has usually been investigated in prejudice- or 
stereotype-related contexts (Greenwald & Banaji, 1995; Greenwald, 
McGhee, & Schwartz, 1998). As stereotype use meets with social 
disapproval and is negatively sanctioned, those who use stereotypes 
normally encounter overt rejection (Monteith, 1993). However, psy-
chologists have also revealed subtle gestures of conformity with 
in-group members who use stereotypes (Castelli, Vanzetto, Sherman, & 
Arcuri, 2001). Conformity denotes the tendency to structure an ambig-
uous context congruently with others’ suggestions (Asch, 1956; Cialdini 
& Trost, 1998), and reflects an implicit measure of perception. For 
instance, people who label Barack Obama as black implicitly perceive 
race as more categorical than those who label Obama as multiracial 
(Malahy, Sedlins, Plaks, & Shoda, 2010). 

Sloman’s (1996) model of two systems of reasoning has also been 
used to understand the formation of explicit and implicit perceptions 
and attitudes. The fast-learning reasoning system relies on logical, ver-
bal, and symbolic representations at a high level of cognitive processing. 
In parallel, the slow-learning reasoning system pairs similar and 
contiguous associations. Conscious and verbally based explicit percep-
tions and attitudes form through fast-learning reasoning, while 
nonconscious and association-based implicit perceptions and attitudes 
form through slow-learning reasoning (Olson & Fazio, 2001; Petty & 
Wegener, 1998; Rydell & McConnell, 2006). Rydell, McConnell, Mackie, 
and Strain (2006) further indicated that implicit perceptions of an object 
reflect the valence of subliminal primes, whereas explicit perceptions 
reflect the valence of verbally presented behaviors. 

Accordingly, a divergence between explicit and implicit perceptions 
may emerge in situations not related to prejudice or stereotyping, as 
long as two reasoning systems coincide. On confronting AI-generated 
content, a verbally based appraisal forms in the fast-learning system 
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and can be reported with control. Concurrently, the encounter may 
activate nonconscious appraisal, to which people do not initially have 
conscious access. Explicit and implicit appraisals — as subcategories of 
explicit and implicit perceptions — of AI-generated content thus form 
independently. 

2.3. Impact of general social opinion on AI 

Since the emergence of AI in the 1950s, people’s attitudes toward AI 
have fluctuated with the flow and ebb of technological development 
(Markoff, 2016). Notably, public opinion toward AI varies from society 
to society. Depictions of the impact of AI range from a rosy future to a 
catastrophic apocalypse (Tegmark, 2017). For instance, 73% of Euro-
pean Union (EU) citizens expressed the fear of losing jobs to robots in a 
Eurobarometer study (2012). Indeed, 40%–60% of jobs in EU countries 
were estimated to be at risk due to roboticization (Moniz & Krings, 
2016). Similarly, it was estimated that 51% of economic activities in the 
U.S. could be automated using current technologies, and almost every 
occupation has at least some potential to be automated (Manyika et al., 
2017). In addition to the fear of massive unemployment, the fear of 
being overtaken by AI is prevalent in the U.S. and elsewhere, as evinced 
by an open letter signed by Stephen Hawking, Elon Musk, and other AI 
experts (Future of Life Institute, 2015). This is why citizens of Western 
nations are rather cautious about developing AI technologies. 

In sharp contrast, AI technology is widely applauded and praised in 
China, where its threats and pitfalls have not been fully expressed and 
discussed (Xinhua News, 2018). In July 2017, the Chinese government 
set the advancement of AI as a national development strategy, which 
further fueled the public’s zeal for AI (Kania, 2018). Indeed, a recent 
survey found that 70% of Chinese workers believe that AI will have or 
already has had a positive impact on their working lives (McNeice, 
2018); by comparison, 73% of American workers believe the introduc-
tion of AI will result in a net loss of jobs (Northeastern University & 
Gallup, 2018). 

Therefore, we expected to observe the “bandwagon effect” in AI- 
related attitudes in Chinese society. The bandwagon effect is the phe-
nomenon whereby people affiliate themselves with the position that 
they perceive to represent the majority view or to be dominant in society 
(Schmitt-Beck, 2015). For instance, Sundar, Xu, and Oeldorf-Hirsch 
(2008) found that in the context of Web browsing, when product rat-
ings were based on the inputs of a large number of users, users’ per-
ceptions of their peers’ opinions were affected. Individuals’ impressions 
of the attitudes, beliefs, and behaviors of groups of others may shape 
their own attitudes, beliefs, and behaviors (Mutz, 1998). Therefore, 
support for AI technology may breed further support as long as it ap-
pears to be the majority opinion. Consequently, positive attitudes to-
ward and beliefs about AI are generally reported by the Chinese public 
(Xinhua News, 2018). 

In the Chinese context, but not necessarily the U.S. context, the 
bandwagon effect may motivate people to reduce their negative view of 
— but not necessarily their prejudice against — AI. Social psychologists 
have argued that implicit and explicit perceptions are unlikely to 
correlate in the presence of such a motivation, but they may substan-
tially coincide when people are unmotivated to conceal their percep-
tions (Maass et al., 2000). Therefore, the U.S. and China provide two 
typical settings in which researchers could examine the public’s implicit 
and explicit perceptions of AI. 

2.4. Present study 

The continuum of inhibition potential proposed by Maass et al. 
(2000) suggests a multiplicity of methods for measuring perceptions 
based on the level of difficulty subjects experience in controlling their 
responses. Using traditional self-reported measures — such as Likert 
scales, semantic differential scales, and feeling thermometers — is 
probably the most straightforward way to assess what people think 

(Cunningham, Preacher, & Banaji, 2001). However, as people can easily 
control their responses and provide socially desirable answers, this 
method may not yield sincere responses in normative contexts, espe-
cially when compliance with certain social norms is necessary (Lambert, 
Cronen, Chasteen, & Lickeel, 1996). Speech analysis is better able to 
capture unconscious responses. Although individuals can largely 
manipulate their overt rhetorical strategies (Schmid & Fiedler, 1996), 
they are generally unaware of their subtle variations in linguistic stra-
tegies and unlikely to reflect consciously on their language use (von 
Hippel, Sekaquaptewa, & Vargas, 1997). For instance, Maass, Salvi, 
Arcuri, and Semin (1989) detected a linguistic intergroup bias by coding 
language use in intergroup contexts. Specifically, people encode and 
communicate desirable in-group and undesirable out-group behaviors 
more abstractly than undesirable in-group and desirable out-group be-
haviors, as predicted by Semin and Fiedler’s (1988) linguistic category 
model. 

Drawing on the literature measuring the perceptions of in- and out- 
groups, the present study used two approaches to identify explicit and 
implicit appraisals of AI-generated content, respectively. A traditional 
self-reported questionnaire assessed the subjects’ explicit evaluations of 
AI- and human-generated content. We gathered the subjects’ verbal 
responses by asking them to type their first thoughts after viewing the 
content. Content analysis of these responses was conducted to detect the 
subjects’ subtle mindless appraisals. This procedure followed Greenwald 
and Banaji’s (1995) suggestion that “An implicit attitude toward B may 
be indirectly indicated by a (direct) measure of evaluation of A, when A 
and B have some relation that predisposes the implicit influence” (p. 8). 
Here, the subjects’ appreciation based on the content analysis was 
assessed as A, while B was the AI-generated content. Compared with the 
commonly used Implicit Association Test, analyzing phrased responses 
better suited the context of this study, which focused on individuals’ 
perceptions rather than attitudes (Maass et al., 2000). 

Prior research has suggested that people do not distinguish the type 
authenticity or accuracy when it comes to specific categories such as 
autonomously improving the safety features of a car, but they do 
perceive algorithmic work as less morally authentic than human work 
(Jago, 2019). Here, type authenticity concerns “whether an entity is true 
to its associate type (or category or genre)”, whereas moral authenticity 
focuses on “whether the decisions behind the enactment and operation 
of an entity reflect sincere choices rather than socially scripted re-
sponses” (Carroll & Wheaton, 2009, p. 255). Compared to news that is 
more fact-based and evaluated as more objective, poems and paintings 
were expected to elicit subtle emotional appraisals and affective re-
actions. As much affection is usually added to the work when composing 
poems or drawing a painting, individuals’ perception on moral 
authenticity may play an underlying role in evaluating poems and 
paintings. As current AI has no consciousness or feelings, even though it 
is able to generate literature and visual art, the work reflects pre-scripted 
computing codes rather than human authors’ sincere choices. Even with 
the agency (the capacity to act and do), the lack of experience (the ca-
pacity to feel and sense) of AI may make people feel unnerving (Gray & 
Wegner, 2012). Therefore, we postulate that subjects would report more 
positive appraisals of human work than identical AI work. However, as 
discussed in Section 2.3., the overwhelmingly favorable social atmo-
sphere toward AI in current Chinese society may lead people to provide 
socially desirable responses in evaluating AI work. In that case, Chinese 
respondents may explicitly report more positive evaluation of AI work 
than human work. 

Drawing on the literature reviewed above, the following hypotheses 
have been postulated: 

H1. American subjects will appraise a human-generated (a) poem and 
(b) painting more favorably than AI-generated ones explicitly. 

H2. American subjects will appraise a human-generated (a) poem and 
(b) painting more favorably than AI-generated ones implicitly. 
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H3. Chinese subjects will appraise an AI-generated (a) poem and (b) 
painting more favorably than human-generated ones explicitly. 

H4. Chinese subjects will appraise a human-generated (a) poem and 
(b) painting more favorably than AI-generated ones implicitly. 

3. Method 

3.1. Procedure and stimuli 

This study was part of a large-scale cross-national study. In the U.S. 
and China, an experimental survey with a 2 (author: AI vs. human) X 2 
(genre: poem vs. painting) factorial design was conducted. The subjects 
were recruited and randomly assigned to one of four conditions. After 
reading a poem or viewing a painting, they were immediately asked to 
type their first thoughts, and then to answer a questionnaire. Authentic 
AI-generated content with similar levels of sophistication in English and 
Chinese was employed as stimuli. To avoid the complications associated 
with language translation, we chose two poems written by AI: one in 
English, and one in Chinese. The poem in English, “Long Years Have 
Passed,” was written by Ray Kurzweil’s Cybernetic Poet, and the poem 
in Chinese, “Window” was written by Microsoft’s XiaoIce bot and pub-
lished in a poetry collection in 2017 (iFeng News, 2017). Both poems 
describe nostalgic complex. The selected painting was drawn by PIX18, 
a robot invented by the Creative Machines Lab at Columbia University. 
With its clear abstract style, this painting won the top prize in the Robot 
Art 2017 competition (Dabai, 2017). As there was no language barrier to 
the appreciation of this painting, it was used in both the U.S. and the 
Chinese context. To exclude any possible confounding variables asso-
ciated with existing perceptions of technology brands, a fictitious AI 
product “Starbot” was named as the AI poet or painter. Similarly, ficti-
tious human names, either English or Chinese, were given to the human 
poets and painter. The experimental materials were exactly the same 
across the genre conditions, with the exception of their designated 
authorship. Two coders coded the subjects’ phrased responses inde-
pendently once the inter-coder reliability had reached a desirable level. 

3.2. Sample 

Four hundred and twenty-two U.S. participants were recruited 
through Amazon Mechanical Turk (MTurk) and randomly assigned to 
one of the four conditions on Qualtrics. All of the participants were 
located in the U.S. and aged 18 or above. Every participant was 
compensated with 0.75 USD upon completing the experiment. Re-
sponses that failed the manipulation check were removed, leaving 251 
valid responses for data analysis. Slightly more than half (n ¼ 134, 
53.4%) of the participants were males and 117 (46.6%) were females. 
The average age of the 251 participants was 37.06 years old 
(SD ¼ 13.28). The average yearly income level was between 45,001 and 
55,000 USD (M ¼ 3.01, SD ¼ 1.41). All of the participants had high 
school qualifications or higher: 25.5% received high school education, 
53.0% had Bachelor’s or other college degrees, and 21.5% had post-
graduate degrees or higher. 

Three hundred and forty-four Chinese participants were recruited 
through a commercial online survey service Survey Star. This platform 
was contracted to send a recruitment announcement to its national 
sampling pool of adults. All of the participants were compensated with 
bonus points, which could be accumulated and exchanged for cash or 
consumer products. After a manipulation check, 293 valid responses 
were subjected to data analysis. Females made up 62.8% (n ¼ 184) of 
the participants, and 37.2% (n ¼ 109) were males. On average, the 
Chinese participants were younger than their U.S. counterparts 
(M ¼ 32.10 years old, SD ¼ 7.65). The average monthly income was 
between 6001 and 9000 yuan (M ¼ 3.05, SD ¼ 1.12). The majority of the 
participants (n ¼ 252, 86.0%) had a Bachelor’s or higher college degree. 

3.3. Measures 

The appraisal of poem/painting was operationalized into five related 
but distinct constructs: perceived quality, imaginativeness, spatial 
presence, empathy, and competence. Those constructs were selected as 
they are commonly gauged in content evaluation studies and pertinent 
to poem and painting appreciation (e.g., Lüdtke, Meyer-Sickendieck, & 
Jacobs, 2014; Yeung, 2015). The original measure scales were in En-
glish. Two bilingual researchers back-translated the English instruments 
into Chinese. The measurement items were identical across the two 
languages, with the exception of certain demographic measures 
included to fit the culture of each society. Unless otherwise specified, all 
items were measured on a 5-point Likert scale from “strongly disagree” 
to “strongly agree” (see Table 1). 

Perceived quality was gauged using Sundar’s (2000) 9-item scale, 
including “well written” and “interesting.” The reliability coefficient 
Cronbach’s α was 0.92 for the U.S. participants and .82 for their Chinese 
counterparts. 

Perceived imaginativeness was assessed using a self-constructed scale. 
The three items were “imaginative,” “creative,” and “innovative.” 
Cronbach’s α was 0.89 for the U.S. participants and .72 for their Chinese 
counterparts. 

Table 1 
Measurement scale items for key variables.  

Variable (Source) Measurement Items α for 
American 

α for 
Chinese 

Perceived quality ( 
Sundar, 2000)   

1) Enjoyable  
2) Clear  
3) Coherent  
4) Well-written  
5) Lively  
6) Interesting  
7) Concise  
8) Comprehensive  
9) Informative 

.92 .82 

Perceived 
imaginativeness 
(Self-constructed)  

1) Imaginative  
2) Creative  
3) Innovative 

.89 .72 

Spatial presence ( 
Lombard et al., 2009)  

1) How much did it seem as if 
the objects or people in the 
poem/painting had come 
to the place you were?  

2) How much did it seem as if 
you could reach out and 
touch the objects or people 
in the poem/painting?  

3) To what extent did you 
experience a sense of 
being there inside the 
poem/painting? 

.92 .74 

Empathy (Jin, 2011)  1) I could relate to the author 
of the poem/painter.  

2) I felt close to the author of 
the poem/painter.  

3) I felt empathetic towards 
the author of the poem/ 
painter.  

4) I could identify with the 
author of the poem/ 
painter. 

.94 .81 

Writer/painter’s 
competence (van der 
Kaa & Krahmer, 
2014)  

1) Knowledgeable  
2) Expert  
3) Intelligent  
4) Gifted  
5) Authoritative 

.91 .81 

Attitude toward AI ( 
Ajzen, 1991)  

1) Bad … Good  
2) With ill will … With good 

will  
3) Not Beneficial … 

Beneficial  
4) Silly … Intelligent  
5) Not helpful … Helpful 

.89 .57  
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Spatial presence was measured using the modified Temple Presence 
Inventory (Lombard, Ditton, & Weinstein, 2009) after removing some 
unsuitable items. Cronbach’s α was 0.92 for the U.S. participants and .74 
for their Chinese counterparts. 

Empathy was gauged using Jin’s (2011) 4-item scale. An example was 
“I felt empathetic toward the author of the poem.” The reliability coef-
ficient, Cronbach’s α, was 0.94 for the U.S. participants and .81 for their 
Chinese counterparts. 

Writer/painter’s competence was assessed using van der Kaa and 
Krahmer’s (2014) 5-item scale, with items such as “expert” and 
“authoritative.” Cronbach’s α was 0.91 for the U.S. participants and .81 
for their Chinese counterparts. 

Attitude toward AI was measured using a version of Ajzen’s (1991) 
semantic differential scale, with items such as “bad–good” and “not 
helpful–helpful.” The reliability coefficient Cronbach’s α was 0.89 for 
the U.S. participants and .57 for their Chinese counterparts. 

3.4. Attention and manipulation check 

Both online survey platforms, Qualtrics and Survey Star, provide 
basic attention check and remove the responses of those participants 
who complete questions too quickly. Moreover, to ensure that the re-
sponses were based on assigned authorship, the participants were asked 
to recall the name of each poet or painter and answer a multiple-choice 
question. If they gave an incorrect answer or chose “can’t remember,” 
their responses were counted as invalid and removed from the data 
analysis. 

3.5. Coding scheme 

A coding scheme was developed to analyze the participants’ phrased 
responses (see details in Table 2). The unit of analysis was the individual 
response. To extract the subtle perceptions from the subjects’ phrased 
responses, we specifically coded tone, meaning making, emotion 
evocation, awareness of imagery, and expression of empathy in the 
phrased responses. We based our coding on three assumptions. The first 
was that people who were asked to immediately phrase comments 
would be unlikely to strategically choose words to conceal their true 
appraisals. The second was that responses in a non-neutral (vs. neutral) 
tone and exhibiting more meaning making, emotion evocation, aware-
ness of imagery, and expression of empathy would be associated with 
higher levels of appreciation, as comprehensive aesthetic appreciation 
of literature and art needs viewers’ imagination, knowledge, mental 
state, and the text (Shu, 2018). Third, as people generally appreciate 
high-quality rather than low-quality materials (Douglas & Hargadon, 
2000), we assumed that the level of the subjects’ appreciation level 
would reflect their implicit appraisal of the content. 

3.6. Coder training and inter-coder reliability 

Two coders were trained to perform the content analysis. After three 
training sessions based on 10% of the sample each time, the inter-coder 
reliability coefficients had reached an acceptable level of 0.70 
(Lombard, Snyder-Duch, & Bracken, 2002). The inter-coder reliability 
coefficients for all of the items were as follows: 1) tone, kappa ¼ .88; 2) 
meaning making, kappa ¼ .94; 3) emotion evocation, kappa ¼ .88; 4) 
awareness of imagery, kappa ¼ .91; and 5) expression of empathy, 
kappa ¼ .74. 

3.7. Data analysis 

To test H1 and H3, a series of t-tests were conducted to compare the 
perceived a) quality, b) imaginativeness, c) spatial presence, d) 
empathy, and e) writer’s competence in the AI- and human-generated 
content conditions. To test H2 and H4, two-way chi-square tests were 
conducted to compare b) the tone of the comments and the levels of c) 

meaning making, d) emotion evocation, e) awareness of imagery, and f) 
expression of empathy in the two conditions. Data analyses were run on 
the Chinese and U.S. data separately to detect potentially different 
patterns in the two sets of responses. To provide a baseline for com-
parison, we also ran a series of t-tests to compare the U.S. and Chinese 
responses regarding a) quality, b) imaginativeness, c) spatial presence, 
d) empathy, and e) writer’s competence. As different poems were used, 
we caution readers that a direct comparison of the poems’ conditions 
may not be meaningful. 

4. Results 

4.1. American vs. Chinese subjects’ appraisals 

To provide a baseline, we first compared American and Chinese 

Table 2 
Coding scheme and examples of implicit perceptions in content analysis.  

Coding Scheme 
Variables 

Definition Attribution 

Tone of 
response 

General feeling toward the content. 1 ¼ positive, 
2 ¼ negative, 
3 ¼mixed, 
4 ¼ neutral 

Meaning 
making 

Whether a participant believed the content 
was meaningful, which was the premise of 
appreciation. 

1 ¼ yes, 2 ¼ no 

Emotion 
evocation 

Emotional response to the content. 1 ¼ yes, 2 ¼ no 

Awareness of 
imagery 

Imagery allows readers “to bring their 
associations to understand and truly 
experience a new emotion” (Kao & 
Jurafsky, 2012, p. 11). Following Kao and 
Jurafsky’s (2012) computational 
aesthetics coding procedure, we coded this 
measure based on whether a response 
contained concrete details rather than the 
abstractions and generalizations described 
in the poem or painting. 

1 ¼ yes, 2 ¼ no 

Expression of 
empathy 

Whether a participant expressed empathy 
with the author or painter, since poetry 
and art should engage viewers to mentally 
simulate and affectively resonate with the 
depicted state of affairs (Lüdtke et al., 
2014). 

1 ¼ yes, 2 ¼ no  

Examples 

Phrase Response Coding Results 

(American) 
“its not bad.” TR ¼ 1 MM ¼ 1 

EE ¼ 2 AI ¼ 2 
EM ¼ 2  

(American) 
“My first thought was green goo. Then Van Gogh popped into 

my mind. It has a certain ""boldness"" but I am not a fan of 
modern, impressionist art. It certainly requires no talent to 
smear green, yellow and black paint on a canvas. IMO … I 
am a devotee of 19th century neoclassicism. William- 
Adolphe Bouguereau would be an example …” 

TR ¼ 3 MM ¼ 1 
EE ¼ 1 AI ¼ 2 
EM ¼ 2  

(Chinese) 
“[I] felt the author’s praise to mothers, great mothers.” TR ¼ 1 MM ¼ 1 

EE ¼ 1 AI ¼ 1 
EM ¼ 1  

(Chinese) 
“It should be misty poetry. I’ve read many in college, and my 

classmates also wrote them. To be honest, I don’t quite 
understand them back then; and I feel the same way now. It 
uses approaches of metaphors. You may sense some smell, 
some appeal, some imagery beauty, and some hope. It’s 
about dream and chase of soul.” 

TR ¼ 4 MM ¼ 1 
EE ¼ 1 AI ¼ 1 
EM ¼ 2  

Note: “TR” represents “Tone of response”, “MM” represents “Meaning making”, 
“EE” represents “Emotion evocation”, “AI” represents “Awareness of imagery”, 
and “EM” represents “Expression of empathy”. 
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subjects’ appraisals. Overall, the U.S. participants’ attitudes toward AI 
were less positive (M ¼ 3.87, SD ¼ 0.77) than those of their Chinese 
counterparts (M ¼ 4.07, SD ¼ 0.50). The appraisals of the AI-authored 
painting were similar across the two subsets of subjects, but American 
subjects felt significantly more spatial presence and empathy with 
human-authored one than their Chinese counterparts (see Table 3). 

A series of independent-sample t-tests indicated American partici-
pants and Chinese participants evaluated the poems similarly. Except 
perceived imaginativeness (MAm ¼ 3.42, SD ¼ 1.10; MCh ¼ 3.68, 
SD ¼ 0.84; t(462.24) ¼ 2.99, p < .01), there existed no significant dif-
ference between the evaluations in perceived quality (MAm ¼ 3.17, 
SD ¼ 0.97; MCh ¼ 3.18, SD ¼ 0.72; t(455.90) ¼ 0.20, p ¼ .84), spatial 
presence (MAm ¼ 2.90, SD ¼ 1.30; MCh ¼ 2.82, SD ¼ 0.96; t 
(452.84) ¼ 0.81, p ¼ .42), empathy (MAm ¼ 3.04, SD ¼ 1.26; 
MCh ¼ 2.89, SD ¼ 0.94; t(455.35) ¼ 1.55, p ¼ .12), and writer’s compe-
tence (MAm ¼ 3.30, SD ¼ 0.99; MCh ¼ 3.32, SD ¼ 0.78; t(473.48) ¼ 0.25, 
p ¼ .80) from American and Chinese participants(See Figs. 1 and 2). 

4.2. American subjects’ explicit vs. implicit appraisals 

Across the two genres of content, the American subjects rated the 
perceived imaginativeness (M ¼ 3.29, SD ¼ 1.12), empathy (M ¼ 2.80, 
SD ¼ 1.29), and competence (M ¼ 3.12, SD ¼ 1.03) of the AI-generated 
content significantly lower than those of the human-generated content 
(Mimaginativeness ¼ 3.57, SD ¼ 0.93; Mempathy ¼ 3.31, SD ¼ 1.18; Mcompe-

tence ¼ 3.49, SD ¼ 0.90). They took a more non-neutral tone, either 
positive or negative, and a less mixed tone toward the human-generated 
content than the AI-generated content: χ2(3) ¼ 11.49, Cramer’s 
V ¼ 0.22, p < .01. More empathy was expressed after viewing the 
human-generated content than the AI-generated content: χ2(1) ¼ 4.71, 
Cramer’s V ¼ 0.14, p < .05. 

For the American subjects who read poem, the only difference be-
tween the poems lay in the poet’s competence (see Table 3). Those who 
read the human-authored poem (M ¼ 3.34, SD ¼ 0.90) rated the poet’s 
competence higher than those who read the AI-authored poem 
(M ¼ 2.91, SD ¼ 1.05), t(119) ¼ 2.38, p < .05. In parallel, based on their 
phrased responses (see Table 4a), compared with those who read the 
human-authored poem, those who read the AI-authored poem tended to 
take a more mixed tone (χ2 (3) ¼ 9.30, Cramer’s V ¼ 0.28, p < .05) with 
less evocation of emotions (χ2 (1) ¼ 4.49, Cramer’s V ¼ 0.19, p < .05) 
and less expression of empathy (χ2 (1) ¼ 4.82, Cramer’s V ¼ 0.20, 
p < .05). 

Of the American subjects in the painting viewing groups, those in the 
human-authored group rated spatial presence (t(128) ¼ 2.09, p < .05), 
empathy (t(128) ¼ 3.23, p < .05), and painter’s competence (t 
(128) ¼ 1.98, p < .05) significantly higher than those in the AI-authored 

group (see Table 3). Yet based on their phrased responses, the levels of c) 
sense making, d) emotion evocation, e) awareness of imagery, and f) 
expression of empathy did not differ significantly between the two 
conditions (see Table 4b). Therefore, H1 and H2(a) were partially sup-
ported, but H2(b) was not. 

4.3. Chinese subjects’ explicit vs. implicit appraisals 

Across two genres of content (see Table 3), the Chinese participants 
rated the perceived imaginativeness (M ¼ 3.79, SD ¼ 0.74) of the AI- 
generated content significantly higher than that of the human- 
generated content (M ¼ 3.57, SD ¼ 0.90). They noticed more imagery 
in the human-generated content than in the AI-generated content: χ2 

(1) ¼ 9.95, Cramer’s V ¼ 0.19, p < .01. 
For the Chinese subjects who read the poem (see Table 3), those in 

the AI-authored group rated perceived a) quality (t(140) ¼ 2.08, 
p < .05), b) imaginativeness (t(140) ¼ 3.17, p < .01), e) empathy (t 
(140) ¼ 2.55, p < .05), and e) writer’s competence (t(140) ¼ 2.22, 
p < .05) significantly higher than those in the human-authored group. In 
parallel, based on their phrased responses (see Table 5a), compared with 
those who read the AI-authored poem, those who read the human- 
authored one noticed more imagery (χ2 (1) ¼ 5.58, Cramer’s V ¼ 0.20, 
p < .05). 

The Chinese subjects in the painting viewing groups reported no 
significant differences in perceived a) quality, b) imaginativeness, c) 
spatial presence, d) empathy, or e) painter’s competence (see Table 3). 
However, based on their phrased responses (see Table 5b), compared 
with those who viewed the AI-drawn painting, those who viewed the 
human-generated one tended to notice more imagery (χ2 (1) ¼ 4.45, 
Cramer’s V ¼ 0.17, p < .05). Therefore, H3(a) and H4 were supported, 
but H3(b) was not. 

5. Discussion 

5.1. Summary of findings 

In response to the inconsistent findings in previous research 
regarding perceptions of AI-generated content, this study conducted an 
experimental survey to compare subjects’ explicit and implicit percep-
tions of poems and paintings generated by AI versus human authors. 
Overall, this study has shown that American subjects appraised human- 
generated poem and painting more favorably than AI-generated ones, 
both explicitly and implicitly. In particular, their implicit attitudes to-
ward AI suggested that they had mixed feelings about the AI authorship 
and developed more empathy with human-authored poems. When it 
comes to paintings, American participants assigned higher ratings to 

Table 3 
The Means and Standard Deviations (in parentheses) of Key Dependent Variables.   

American Chinese 

Overall Poem Painting Overall Poem Painting 

AI 
(n ¼ 133) 

Human 
(n ¼ 118) 

AI 
(n ¼ 64) 

Human 
(n ¼ 57) 

AI 
(n ¼ 69) 

Human 
(n ¼ 61) 

AI 
(n ¼ 140) 

Human 
(n ¼ 153) 

AI 
(n ¼ 68) 

Human 
(n ¼ 75) 

AI 
(n ¼ 72) 

Human 
(n ¼ 78) 

Quality 3.07a 

(.99) 
3.28a 

(.93) 
2.87a 

(1.04) 
3.15a 

(.98) 
3.26a 

(.92) 
3.40a 

(.88) 
3.23a 

(.77) 
3.14a 

(.67) 
3.22b 

(.83) 
2.95a 

(.69) 
3.25a 

(.73) 
3.32a 

(.60) 
Imaginativeness 3.29a 

(1.12) 
3.57b 

(1.06) 
3.05a 

(1.16 
3.32a 

(1.10) 
3.52a 

(1.05) 
3.80a 

(.97) 
3.79c 

(.74) 
3.57b 

(.90) 
3.78b 

(.76) 
3.36a 

(.83) 
3.81a 

(.73) 
3.77a 

(.93) 
Presence 2.77a 

(1.32) 
3.04a 

(1.26) 
2.73a 

(1.31) 
2.79a 

(1.29) 
2.81a 

(1.34) 
3.27b 

(1.19) 
2.84a 

(.99) 
2.79a 

(.92) 
3.04a 

(.97) 
2.75a 

(.96) 
2.65a 

(.98) 
2.84a 

(.89) 
Empathy 2.80a 

(1.29) 
3.31b 

(1.18) 
2.91a 

(1.31) 
3.24a 

(1.18) 
2.69a 

(1.27) 
3.39b 

(1.18) 
2.95a 

(.97) 
2.83a 

(.91) 
3.15a 

(1.01) 
2.72b 

(1.00) 
2.77a 

(.90) 
2.94a 

(.80) 
Competence 3.12a 

(1.03) 
3.49b 

(.90) 
2.91a 

(1.05) 
3.34b 

(.90) 
3.31a 

(.98) 
3.64b 

(.89) 
3.37c 

(.78) 
3.27c 

(.78) 
3.31c 

(.89) 
2.99d 

(.81) 
3.42ab 

(.67) 
3.54ab 

(.67) 

Notes: In each row, within the same genre, comparisons have been made between AI-author for American, human-author for American, AI-author for Chinese, and 
human-author for Chinese. The letters of “a,” “b,” “c,” and “d” in the superscripts refer to significantly different means; and “ab” means no significant difference with 
either “a” or “b”. 
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human-authored paintings on spatial presence, empathy, and compe-
tence than to AI-generated paintings. Their implicit attitudes, never-
theless, indicated no significant differences in tones, meaning making, 
emotion evoking, imagery remarking, and empathy with the authorship 
when evaluating the AI- vs. human-authored paintings. 

These findings imply that despite the similar quality of AI-generated 
and human-generated poems and their concomitant spatial presence 

experiences, American participants still believed that human authors 
were more capable and skilled in writing poems than AI. Their implicit 
perception is congruent with their explicit evaluation, in which they 
could more easily identify with human authors. The findings were in line 
with the results of a general poll regarding AI and automation in the U. 
S., which underscored US citizens’ uncertainty and fear surrounding AI 
(Manyika et al., 2017). US participants’ concern about AI was more 

Fig. 1. American and Chinese subjects’ explicit appraisals.  

Fig. 2. American and Chinese Subjects’ Implicit Appraisals. 
Note: y axis.¼ relative frequency of implicit appraisals ¼ the number of the }Yes} responses

the number of the total valid responses 

Table 4a 
Cross tabulation between authorship and coding variables in American responses in poem conditions.   

Tone Meaning making Emotion evoking Imagery remarking Empathy expressing Total 

Pos Neg Mixed Neutral Yes No Yes No Yes No Yes No 

Authorship AI 13 35 12 4 60 4 59 5 24 40 0 64 64 
Human 11 37 1 6 55 0 55 0 12 43 4 51 55 

Total 24 72 13 10 115 4 114 5 36 83 4 115 119 
χ2 χ2 (3) ¼ 9.30, Cramer’s V ¼ .28, 

p < .05 
χ2 (1) ¼ 3.56, Cramer’s 
V ¼ .17, p ¼ .06 

χ2 (1) ¼ 4.49, Cramer’s 
V ¼ .19, p < .05 

χ2 (1) ¼ 3.45, Cramer’s 
V ¼ .17, p ¼ .06 

χ2 (1) ¼ 4.82, Cramer’s 
V ¼ .20, p < .05   
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obviously highlighted in their attitudes toward machine-produced 
paintings. They explicitly expressed that they were immersed in a 
different space and shared feelings with human authors. However, their 
implicit responses might have disclosed their long-term attitudes, in 
which AI would one day have the ability to achieve humans’ accom-
plishments even in the areas of arts. 

Furthermore, one would normally expect a human-authored poem to 
make more sense than an AI-authored one, as machines would have (as 
yet) no awareness of what they write. However, meaning making was 
found to be the same in AI-generated poems as in human-generated 
ones. US participants’ implicit attitudes toward the emotional aspects 
and the imagery created by AI and humans in both poems and paintings 
were also similar. A hint of possible reason was that many US partici-
pants were surprised at how well AI could paint. Their recognition of 
AI’s talent in their phrased responses might have led them to appreciate 
the AI paintings as much as the human’s works. All of these responses 
suggest that today’s AI technology has achieved at least some degree of 
success in mimicking human’s creative writing and art work. 

However, the patterns of the findings flipped in another culture 
context. Compared to US participants, Chinese participants perceived 
the AI-generated poem to have higher quality and imaginativeness. They 
also reported higher empathy with the AI authors and considered ma-
chines as more competent. But the analyses of their implicit attitudes 
toward AI suggested that Chinese participants attributed more imagery 
to human-generated poems than AI-generated ones. When evaluating 
the human-vs. AI-authored paintings, Chinese participants did not 
report significantly different attitudes toward them. But similar to their 
assessment of the poems, they assigned more imagery to the human- 
generated paintings. 

Despite the substantial differences, it would not be hard to 
acknowledge that cultural contexts have direct and powerful influence 

on users’ perception of AI technologies. The wide adoption of AI tech-
nologies in China including Microsoft chatbot XiaoIce, facial recogni-
tion, and mobile payment may have allowed for Chinese users to have 
more positive use experiences of AI. Considering that it is not rare to be 
exposed to AI technologies that include but are not limited to beauty 
cameras, real-time on-site food ordering systems, and automatic pianos 
in shopping malls, participants’ expectations for AI-generated art works 
may have been elevated to a higher level. This pattern was more salient 
in the poem conditions than in the painting ones, probably due to users’ 
different appreciation processing. Poems could be more provocative in 
eliciting readers’ affective responses. However, paintings, especially 
abstract paintings adopted in the current experiment, may take more 
time to interpret and digest. For those who do not have much art 
appreciation experiences, their responses to paintings may not differ 
much between two similar painting styles. 

While seemingly Chinese participants would appreciate the artifi-
cially intelligent devices that bring about convenience, efficiency, and 
comfort, their implicit responses have provided more insights into their 
relationship with machines. Chinese participants have described more 
imagery in both human-authored poems and paintings. The discrepancy 
between their explicit and implicit perceptions may have been caused by 
the bandwagon effect or the spiral of silence mechanism. That is, people 
may identify more with the majority positions and views in the society 
(Schmitt-Beck, 2015). As public opinions in China are largely guided by 
the authorities, the optimism about AI technology promoted by the 
government has become the majority opinion (Kania, 2018). Hence, 
despite their distrust and unease of machines (e.g., Bartneck, Suzuki, 
Kanda, & Nomura, 2007), individuals in China openly favor this tech-
nology trend, but simultaneously hold a hesitant perspective of AI, as the 
implicit attitudes cannot be easily changed or formed after a single 
message exposure (Bekker, Fischer, Tobi, & van Trijp, 2017). The 

Table 4b 
Cross tabulation between authorship and coding variables in American responses in painting conditions.   

Tone Meaning making Emotion evoking Imagery remarking Empathy 
expressing 

Total 

Pos Neg Mixed Neutral Yes No Yes No Yes No Yes No 

Authorship AI 40 10 3 15 68 0 68 0 21 47 0 59 68 
Human 43 7 0 9 58 1 58 1 15 44 0 68 59 

Total 83 17 3 24 126 1 126 1 36 91 0 127 127 
χ2 χ2 (3) ¼ 4.52, Cramer’s V ¼ .19, NS χ2 (1) ¼ 1.16, Cramer’s 

V ¼ .10, NS 
χ2 (1) ¼ 1.16, Cramer’s 
V ¼ .10, NS 

χ2 (1) ¼ .46, Cramer’s 
V ¼ .06, NS 

–   

Table 5a 
Cross tabulation between authorship and coding variables in Chinese responses in poem conditions.   

Tone Meaning making Emotion evoking Imagery remarking Empathy expressing Total 

Pos Neg Mixed Neutral Yes No Yes No Yes No Yes No 

Authorship AI 32 23 1 11 46 21 45 22 16 51 1 66 67 
Human 33 21 2 19 54 21 46 29 32 43 1 74 75 

Total 65 44 3 30 100 42 91 51 48 94 2 140 142 
χ2 χ2 (3) ¼ 2.13, Cramer’s V ¼ .12, 

NS 
χ2 (1) ¼ .19, Cramer’s 
V ¼ .04, NS 

χ2 (1) ¼ .52, Cramer’s 
V ¼ .06, NS 

χ2 (1) ¼ 5.58, Cramer’s 
V ¼ .20, p < .05 

χ2 (1) ¼ .01, Cramer’s 
V ¼ .01, NS   

Table 5b 
Cross tabulation between authorship and coding variables in Chinese responses in painting conditions.   

Tone Meaning making Emotion evoking Imagery remarking Empathy 
expressing 

Total 

Pos Neg Mixed Neutral Yes No Yes No Yes No Yes No 

Authorship AI 34 11 4 22 66 5 64 7 20 51 0 72 72 
Human 38 12 5 23 73 5 66 12 35 43 0 78 78 

Total 72 23 9 45 139 10 130 19 55 94 0 150 150 
χ2 χ2 (3) ¼ .07, Cramer’s V ¼ .02, NS χ2 (1) ¼ .02, Cramer’s 

V ¼ .01, NS 
χ2 (1) ¼ 1.02, Cramer’s 
V ¼ .08, NS 

χ2 (1) ¼ 4.45, Cramer’s 
V ¼ .17, p < .05 

–   
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findings are also consistent with Hetts, Sakuma, Pelham. (1999) argu-
ment that individuals tend to endorse explicit self-evaluations that are 
aligned with their current cultural context, whereas their implicit 
self-evaluations bear the mark of their long-term interpretations and 
beliefs. 

5.2. Theoretical and practical implications 

Theoretically, this study enriches our understanding of implicit and 
explicit cognition in a context without prejudice. Prejudice is not a 
requirement for inconsistencies between implicit and explicit percep-
tions. Rather, such inconsistencies are widely observed. As Nosek (2007) 
posited, implicit and explicit attitudes express the distinction between 
mental processing and mental experience. The former is how the mind 
operates, and the latter is the subjective experience emerging from the 
former. Correlations between implicit and explicit attitudes in various 
domains range from weakly positive (below 0.20, e.g., attitudes toward 
Caucasians and Asian Americans) to strongly positive (above 0.75, e.g., 
pro-choice vs. pro-life beliefs) (Nosek, 2005; Nosek & Smyth, 2007). In 
any case, explicit and implicit measures “seem to tap different con-
structs” (Castelli et al., 2001, p. 424). 

The findings of this study seem inconsistent with the Computers Are 
Social Actors paradigm (Nass, Fogg, & Moon, 1996; Nass, Steuer, & 
Tauber, 1994), according to which people treat computers and televi-
sions like real people. For instance, a mock-up company’s human and 
computer representatives would elicit similar reactions toward the 
representative and the organization (Shank, 2013). However, as AI 
technology advances, people start to ascribe both agency and experience 
to machines (Gray & Wegner, 2012). Obviously, the moral authenticity 
of AI work is generally questioned, even though the type authenticity 
can be achieved (Jago, 2019). van der Kaa and Krahmer (2014) sug-
gested that readers’ initial expectations regarding the quality of viewed 
content may affect their perceptions of quality. If they have low ex-
pectations and are positively surprised by the quality, they may assign 
higher ratings. However, if their expectations are not fulfilled, they may 
assign lower ratings to the content. Without any knowledge of the 
subjects’ initial expectations prior to their encounter with the 
AI-generated content, it would be difficult to recognize whether par-
ticipants treated machines and humans equally. Thus, future research on 
human-AI interaction should continue to explore how individuals’ ex-
pectations shape their evaluations of the AI-generated works. 

The practical implications of this study are also salient. Prior liter-
ature has indicated that human-AI interaction is affected by humans’ 
implicit, not their explicit, attitudes toward robots (Mirnig, Strasser, 
Weiss, & Tscheligi, 2012; Strasser, Weiss, & Tscheligi, 2012). As the 
divergence between those two types of cognition may be very large, as 
indicated in this study, policy makers should base their decisions on 
more accurately assessed measures of public opinion of AI on this 
matter. After all, public acceptance has been identified as key to the 
successful implementation of AI technology (Heerink, Kr€ose, Evers, & 
Wielinga, 2010). In particular, caution should be raised about an AI 
“craze” generated through media hype in Chinese society, as previously 
documented in Japan. For instance, MacDorman, Vasudevan, and Ho 
(2009) used both implicit and explicit measures to compare Japanese 
and U.S. faculty’s attitudes toward robots. Despite the stereotypical 
portrayal of Japan’s “robot mania,” the implicit measures showed that 
both the Japanese and the U.S. faculty had more pleasant associations 
with humans than with robots, and associated weapons more strongly 
with robots than with humans. 

5.3. Limitations 

This study is not without limitations. The first lies in the selection of 
experimental stimuli. Stimulus materials are highly subject to re-
searchers’ idiosyncratic preferences—a common drawback of experi-
mental designs. Although these selected works have been published or 

awarded an industry prize, a larger sample of these AI works are still 
needed to serve as experimental stimuli (Reeves, Yeykelis, & Cummings, 
2016). Second, although we tried to select similar sub-samples of U.S. 
and Chinese subjects, their demographic differences were still salient. 
For instance, the U.S. subjects were on average 5 years older than their 
Chinese counterparts. This may partially explain their more conserva-
tive attitude toward AI, as younger people are found to be more likely to 
adopt new technology (Rogers, 2003). Edwards, Edwards, Stoll, Lin, and 
Massey (2019) also found that age could influence users’ trust in AI 
technologies. Yet, the percentage of females was larger in the Chinese 
sub-sample than the American one. It might counterbalance the skew-
ness brought by the age difference, as females are found to be less open 
to new technology (Rogers, 2003). Third, in this study we used a gen-
derless name for AI, but a male name for human poet/painter. Subjects 
may form different impressions based on the gender itself, as gender 
stereotypes are salient in both humans and robots (e.g., McCauley & 
Thangavelu, 1991; Tay, Jung, & Park, 2014). 

6. Conclusion 

As the prevalence of AI-generated content increases, examining 
viewers’ perceptions of this content is crucial to understand the human- 
machine relationship and further facilitate efficient human-machine 
collaboration. Prior literature has accumulated mixed findings 
regarding subjects’ attitudes toward and perceptions of news and tweets 
written by NLG algorithms. To resolve this inconsistency, this study 
investigated the explicit and implicit perceptions of AI-generated poetry 
and painting held by subjects from two different cultural backgrounds. 

This study is one of the first attempts to probe humans’ true appraisal 
of AI’s performance on literature and art work. As the U.S. and China 
fiercely compete to lead the development of AI technology, their citizens 
exhibit divergent attitudes toward AI’s performance in NLG and the 
creation of art. The U.S. subjects were more critical of the AI- than the 
human-generated content, both explicitly and implicitly. Although the 
Chinese subjects were overtly affirmative about the AI-generated con-
tent, they implicitly accepted less AI-generated content than human- 
generated content. The findings can enrich our understanding in the 
domain of AI generation. As researchers have predicted that human’s 
future is entangled with AI development (Tegmark, 2017), an accurate 
assessment of human’s cognition of AI is in order. Future research 
should continue to probe the antecedents and outcomes of people’s at-
titudes toward and perceptions of AI and AI-generated content. 
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