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Abstract
Amid mounting interest in artificial intelligence (AI) technology, communication scholars have sought to understand humans’ perceptions of and 
attitudes toward AI’s predictions, recommendations, and decisions. Meanwhile, scholars in the nascent but growing field of explainable AI (XAI) 
have aimed to clarify AI’s operational mechanisms and make them interpretable, visible, and transparent. In this conceptual article, we suggest 
that a conversation between human–machine communication (HMC) and XAI is advantageous and necessary. Following the introduction of 
these two areas, we demonstrate how research on XAI can inform the HMC scholarship regarding the human-in-the-loop approach and the 
message production explainability. Next, we expound upon how communication scholars’ focuses on message sources, receivers, features, 
and effects can reciprocally benefit XAI research. At its core, this article proposes a two-level HMC framework and posits that bridging the two 
fields can guide future AI research and development.
Keywords: artificial intelligence, human–machine communication, explainable AI, human-in-the-loop approach, human–AI interaction

Communication researchers have been increasingly intrigued by 
the opportunities and challenges brought by artificial intelli-
gence (AI) technology. Ranging from Twitter’s withdrawal of 
AI bot Tay due to its assimilation of online racist and misogy-
nistic comments (Vincent, 2016) and Facebook’s discovery of 
its own AI engines’ deviation from predesigned conversation 
scripts (Bradley, 2017), to scholars’ attempts to combine man-
ual coding and generative pretrained transformers (GPT) in 
qualitative analyses (Xiao et al., 2023) and the use of large lan-
guage models (LLMs) to produce software agents that mimic 
human behaviors (Park et al., 2023), understanding both social 
implications and psychological effects of AI has become a major 
focus of communication research. Although human–machine 
communication (HMC), a rising and expanding field in com-
munication, has fostered an in-depth understanding of the rela-
tionships between humans and machines that serve as digital 
interlocutors (e.g., chatbots, robots, AI agents) (Guzman et al., 
2023), the rapid advance and updating of AI technology still 
leaves users limited time and resources to fully understand AI’s 
working mechanisms and its impact. While communication 
researchers have growingly stressed the importance of how AI 
can be communicative (Gunkel, 2012; Guzman & Lewis, 
2020), the question of how AI can be communicated remains 
relatively understudied. Against this backdrop, scholars in com-
puter science, engineering, and information science have started 
a new research realm, explainable AI (XAI), to understand the 
factors that render AI systems comprehensible to humans (Liao 
et al., 2020). By making AI’s decision-making process transpar-
ent and interpretable, XAI seeks to build up users’ trust and un-
derstanding in AI (Ehsan et al., 2021).

Because XAI is still in its infancy, limited communication 
research has referred to this field to investigate the effects of 

unpacking the backstage mechanisms of AI. Yet, as users’ de-
mand for understanding AI’s internal working grows, com-
munication research could benefit from some of the inquiries 
in XAI research. For example, whereas much HMC research 
has investigated the similarities and differences between hu-
man performances and machine performances in various con-
texts (e.g., content moderation, news reporting, persuasion, 
decision-making) along the dimensions of perceived trustwor-
thiness, competency, social presence, attractiveness, and the 
potential to gain compliance or behavioral conformity (e.g., 
Edwards et al., 2019; Spence et al., 2014; Spence et al., 
2019a; Xu et al., 2020), calls for a more systematic under-
standing of the specific features or characteristics of AI that 
lead to its homogeneity with or distinction from human–hu-
man communication are growing (Liu et al., 2023). Hence, 
unpacking the black box of algorithms, as what XAI 
researchers are focusing on, could benefit HMC research, as 
it involves elucidating the generation of AI’s recommenda-
tions, predictions, and decisions and understanding how 
humans are engaged in multiple stages of the algorithmic 
decision-making processes. Through such explorations, XAI 
can proffer new theories and concepts to enrich our under-
standing of AI in future HMC research.

Meanwhile, communication research, especially its recent 
development in HMC, can enlarge the scope of XAI research. 
HMC research, along with other directions, including computer- 
mediated communication (CMC), persuasion, and information 
processing is abundant with findings about message exchange, 
message design, and message effects. These aspects could foster 
XAI researchers’ efforts to incorporate human-centric explana-
tions, articulate data sources, and use different techniques to en-
hance the visibility and interpretability of AI systems. As Lai 
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et al. (2023) indicated, “current XAI paradigms deal only with 
the reasoning process and concern little with the communication 
process” (p. 357). Designing and promoting human comprehen-
sible explanations can thus enable AI users to make informed 
and empowered decisions (Wolf & Ringland, 2020). Therefore, 
like the benefits of introducing XAI to HMC research, commu-
nication scholars can make pivotal contributions to XAI in that 
research on explanations can directly benefit from the communi-
cation scholarship on the message exchange process between 
users and machines.

Taking these two emerging fields together, this article sug-
gests that XAI and communication research can mutually bene-
fit each other, such that concepts and theories of XAI can lead 
to more in-depth exploration of the factors underlying human 
understanding and acceptance of AI. Meanwhile, communica-
tion literature on meaning-making and message design can pro-
vide a fruitful starting point to further XAI research.

This article unfolds with three major sections. In the first 
section, we respectively introduce the rise of XAI and HMC 
and demonstrate why XAI and HMC could mutually benefit 
each other. In the second section, we list six directions where 
the insights from XAI and HMC can enrich each other. These 
directions include how the human-in-the-loop approach and 
the message production explainability can be useful to future 
HMC research. They also include how communication re-
search, including HMC research, on sources, messages, 
receivers, and effects can guide future XAI research. In the fi-
nal section, we conclude by proposing a two-level HMC 
framework, which afford theoretical, ethical, and practical 
implications for future research at the intersection of commu-
nication and XAI.

Explainable AI
AI is defined as “a science and a set of computational tech-
nologies that are inspired by—but typically operate quite dif-
ferently from—the ways people use their nervous systems and 
bodies to sense, learn, reason, and take action” (Stone et al., 
2016, p. 4). XAI refers to “the class of systems that provide 
visibility into how an AI system makes decisions and predic-
tions and executes its actions” (Rai, 2020, p. 138). XAI can 
be applied in multiple areas. Financial investors can rely on 
explanations to understand what factors an algorithm 
includes as key predictors in its recommendations (Xu et al., 
2019). Physicians can review explanations to understand 
what pathological features AI has used to generate its diagno-
sis (Xu et al., 2019).

The development of XAI serves multiple purposes. First, 
considering that AI may produce biased or discriminating 
results, explanations about AI’s working mechanisms enable 
researchers to understand the generation of the results and 
prevent AI from making more errors. Second, as XAI makes 
part of AI’s internal architecture visible and interpretable, 
researchers can know how to adjust or fine-tune AI models, 
which can improve AI’s prediction accuracy. Third, when AI 
learns new strategies or solutions, explanations can serve as a 
tool to discover new knowledge (Adadi & Berrada, 2018). 
Overall, XAI has been regarded as a new research program 
that converts the black box of algorithmic decision-making 
into a glass box (Rai, 2020).

To enhance transparency and provide interpretable reason-
ing, XAI researchers have broadly explored two dimensions 
of explanations: scoop-based approaches and model-based 

approaches (Adadi & Berrada, 2018; Liao et al., 2020). 
Scoop-based approaches include global interpretability and 
local interpretability. Global interpretability refers to explan-
ations of the logic applied to all models in AI systems and the 
entire reasoning leading to possible outcomes. By contrast, 
local interpretability refers to the explanations of a specific 
decision or prediction made by AI models.

The other dimension, model-based approaches, consists of 
model-specific interpretability and model-agnostic interpret-
ability. The former reflects the explanations of the constraints 
added to the structure and learning mechanisms of the AI 
models. The latter refers to the approach that separates mod-
els from explanations and offers post hoc explanations to elu-
cidate AI’s predictions (Adadi & Berrada, 2018). For 
example, model-specific interpretability can explain the spe-
cific model structures (e.g., decision tree) or training algo-
rithms (e.g., convex optimization), whereas model-agnostic 
interpretability can explain AI-generated outcomes using vis-
ualizations, examples, or metaphorical expressions (Xu et al., 
2019). While model-specific interpretability is often used to 
provide explanations for AI experts, including computer sci-
entists, engineers, and program developers, model-agnostic 
interpretability seeks to use human comprehensible language 
to meet non-AI experts’ needs for understanding AI (Ehsan 
et al., 2021). In this article, we limit the scope of XAI litera-
ture to model-agnostic interpretability, which mostly falls in 
communication scholars’ interests, as model-agnostic inter-
pretability is brought to bear on lay people’s perceptions and 
understanding of AI’s internal workings.

What merits note here is that model-agnostic approaches 
can be either global or local. For example, researchers can 
use heatmaps or choropleths to illustrate how an AI-based 
medium recommends restaurants based on all users’ check-in 
behavior. They may also use the same visual messages to ex-
plain how AI predicts a particular restaurant based on an 
individual’s browsing records or check-in history.

Centering on the model-agnostic interpretability, XAI 
researchers have used various methods to provide explana-
tions. A taxonomy of methods listed in Liao et al.’s (2021) ar-
ticle suggests that researchers can focus on explaining the 
input of data (e.g., data source and data labeling), the output 
of data (e.g., meanings of AI’s predictions and verification of 
those predictions), and the performance of AI systems (e.g., 
the reliability and the limitations of the algorithms). XAI 
scholars have also adopted explanation techniques revolving 
around how AI makes predictions, why or why not certain 
predictions are presented, and what if model features change.

While XAI is burgeoning and exploring more techniques to 
enhance users’ understanding of AI, its focus on explana-
tions, which can be understood as a message exchange pro-
cess between senders and receivers, would naturally benefit 
from communication research. For example, Miller (2019)
argued that explanations about AI are socially constructed 
and selective. An explainer must understand an explainee’s 
mental model before delivering the messages. Malle (2006)
also mentioned that a qualified explainer must not only en-
gage in gathering evidence for explanations but also learning 
to communicate explanations. Thus, much communication 
literature on message features and message exchange will 
have implications for the explanation dynamics explored 
in XAI.

In addition, Liao et al. (2020) pointed out that closing the 
gap between understanding the sophisticated algorithmic 
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architecture and creating easy-to-understand explanations 
entails drawing on disciplines outside of XAI because it 
requires an understanding of human perception and cogni-
tion. Here, communication literature could also inform fu-
ture XAI research on individuals’ psychological processing of 
explanation-related messages and on the impact of message 
design on users’ attitudinal and behavioral change.

Human–machine communication
Above we have introduced XAI and demonstrated how fu-
ture XAI can be open to communication literature because of 
its needs for understanding the uses and effects of explana-
tions. Below we introduce the development of HMC research 
and demonstrate how HMC, as a rising communication field 
to understand human–AI relationships, can benefit from 
XAI works.

HMC is defined as “the creation of meaning among 
humans and machines” (Guzman, 2018, p. 1). As a growing 
field of communication that focuses on machines as commu-
nicative subjects (Guzman, 2018), it involves human commu-
nication with a variety of digital interlocutors, including 
embodied social robots and virtual/augmented agents in ei-
ther real or mixed environments (Edwards & Edwards, 
2017). HMC emerged as scholars noticed a paradigm shift in 
human relationships with computer technologies, in which 
computers not only assume the roles of communication chan-
nels but also serve as digital interlocutors. In other words, 
individuals not only communicate through technologies, but 
also with technologies (Gunkel, 2012; Guzman, 2018).

Research on HMC can broadly be categorized into three in-
terrelated threads. One thread discusses the ontological, moral, 
and cultural implications of machines, including the increasingly 
blurry boundaries between humans and machines (Guzman & 
Lewis, 2020), moral and legal expectations for robots (Gunkel, 
2023), and the cultures and linguistic norms arising from inter-
actions with machines, such as voice assistants and algorithms 
(Fortunati & Edwards, 2020).

Another thread of HMC research focuses on revisiting and 
extending classic concepts and theories, such as anthropo-
morphism (K€uhne & Peter, 2023) and the Computers Are 
Social Actors (CASA) paradigm (Nass et al., 1994; Nass & 
Moon, 2000). For example, Gambino et al. (2020) suggested 
that as emerging technologies evolve, scholars should switch 
focuses from human–human scripts to human–media scripts. 
Drawing on evolutionary psychology, Lombard and Xu 
(2021) proposed updating the CASA paradigm based on a hi-
erarchy of social cues that impose different effects on individ-
uals’ social responses to machines. More recently, van der 
Goot and Etzrodt (2023) distinguished media equation from 
media evocation and proposed using mixed methods to un-
derstand two interrelated paradigms: machines are social 
actors and machines as social actors.

The third thread examines individuals’ direct interaction 
with technology interfaces and theorizes the effects of affor-
dances on individuals’ heuristic processing and actions 
(Sundar & Chen, 2023). For example, Sundar (2008) pro-
posed the machine heuristic and suggested that if a machine 
interface presents machine characteristics (e.g., machines as 
sources), then individuals will likely attribute features such as 
randomness, objectivity, and fairness to its performance. 
Recently, Sundar (2020) proposed human–AI interaction 
(HAII)-theory of interactive media effects (TIME) as an 

extension of the TIME and theorized that AI-based media 
can influence users’ cognitive heuristics by presenting attrib-
utes that either indicate AI’s performances or trigger users’ 
engagement with media, such as adjusting privacy settings, 
managing news feeds, and providing feedback for algorithms 
(Molina & Sundar, 2022).

Overall, HMC has been rapidly evolving. On the one hand, it 
inherits the intellectual discussion about machines across fields 
like human–computer interaction, human–robot interaction, in-
formation science, and sociology. It renews the perusal of topics 
related to machines, ranging from Suchman’s (2007) conceptu-
alizations of planned versus situated actions and Latour’s 
(1992) actor-network theory to Turkle’s (2012) theorization of 
children-Furby relationships and Weiser’s (1991) ubiquitous 
computing. On the other hand, it is rooted in communication 
research and develops research programs about how individuals 
see machines as communicators, how individuals maintain rela-
tionships with machines, and essentially, the meaning-making 
process through exchange of messages between humans and 
machines (Guzman et al., 2023).

Like how XAI research may benefit from the communica-
tion scholarship on understanding messages, a few factors 
can portray the possibility and necessity to incorporate XAI 
works into future HMC research. First, the boundaries of 
HMC are still expanding. Guzman et al. (2023) cautioned 
against cutting off the trajectories of the HMC development 
before the full potential of HMC research is explored. 
Aligned with Guzman et al.’s (2023) perspective, technolo-
gies like LLM and diffusion models used in generative AI 
have raised users’ curiosity about how and why AI generates 
recommendations, decisions, or creative content. The evolu-
tion of HMC can thus benefit from XAI literature in that the 
explanations about AI’s decision-making process, including 
the quality of training data, model transparency, and algo-
rithmic design can be viewed as potential factors that affect 
human–machine relationships.

Second, when outlining a research agenda for future HMC 
work, Guzman and Lewis (2020) called for research on both 
the functional dimensions and the relational dimensions of 
AI. Incorporating XAI literature can extend HMC research in 
both directions, as XAI can not only investigate how users 
justify AI’s decisions and accept AI’s recommendations but 
also create new relationships between humans and machines, 
as explanations about AI performances may illustrate the 
multi-phased and multi-layered human participation in algo-
rithmic recommendations, which complicates research on 
users’ perceptions of AI and its backstage mechanisms.

Third, HMC research has dominantly focused on individu-
als’ direct interactions with technologies. Examples include 
users’ evaluation and responses to AI-authored artworks or 
news reports (Spence et al., 2019a; Xu et al., 2020), users’ 
psychological responses to chatbots and robots (Edwards 
et al., 2019; Lee & Liang, 2018; Westerman et al., 2019; Xu 
et al., 2024), and users’ subjective experience of interacting 
with mobile voice assistants (Fortunati et al., 2022; Guzman, 
2019;). Comparatively little research has examined how users 
perceive and respond to machines while simultaneously re-
ceiving and reacting to explanations about machines’ output. 
If the direct interactions between humans and machines can 
be conceived as first-level HMC, which focuses on users’ 
responses to the technical, social, and cultural dimensions of 
machines, then receiving, evaluating, and even interacting 
with the explanations of how machines work can be viewed 
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as the second-level interaction in the broad HMC framework, 
especially considering that machines’ performances can be 
explained from multiple angles related to human participa-
tion and human knowledge involvement in data annotation, 
model selection, and outcome verification, all of which might 
influence users’ perceptions of and attitudes toward AI’s rec-
ommendations. In other words, as an extension of the current 
HMC scholarship, XAI opens discussion for a two-level 
HMC framework in which users’ responses can be conceptu-
alized as outcomes of the interactions between their reactions 
to machine interfaces (i.e., first level) and their understanding 
of machines’ working mechanisms (i.e., second level).

Integration directions: insights from XAI
Building on the benefits and feasibility of the integration be-
tween XAI and HMC, the subsections below will introduce 
six directions for future integration of XAI and HMC. We 
suggest that the human-in-the-loop approach and the dimen-
sion of message production explainability could enrich future 
HMC work. Meanwhile, knowledge about message sources, 
receivers, features, and effects allows HMC and other com-
munication perspectives to segue into future XAI research.

Human-in-the-Loop approach
XAI researchers have applied the human-in-the-loop ap-
proach to understand the role of human elements in develop-
ing, intervening in, and verifying AI-made decisions. 
According to Deng et al. (2020), integrating human knowl-
edge into machine learning can reduce the data requirement, 
increase the reliability of AI’s predictions, and boost the pre-
cision of machine learning. The strength of the human-in-the- 
loop approach is that, while machine learning demands large 
data sets, humans can learn patterns from relatively small 
samples (Holzinger, 2016). Thus, when large data sets are 
not easily accessible (e.g., data sets about rare diseases), hu-
man experience and knowledge can provide direct instruc-
tions for and insights into data training.

Deng et al. (2020) suggested that two types of knowledge 
can be integrated into machine learning: general knowledge 
and domain knowledge. Whereas integrating general knowl-
edge involves using knowledge about statistics, computer sci-
ence, and calculation to enhance the performance of AI 
systems, integrating domain knowledge involves incorporat-
ing human experience with specific subjects into AI systems. 
For example, when developing algorithms for AlphaGo, a 
computer program that defeats professional human players, 
researchers incorporated professional Go players’ domain 
knowledge into machine learning to increase AlphaGo’s 
probability of finding the best strategy. In another example, 
when diagnosing diseases, doctors’ expertise can be included 
in the algorithm-training process to reduce misclassification 
and enhance decision-making efficiency (Holzinger, 2016).

Research on HMC can benefit from the human-in-the-loop 
approach because the approach explicates the role of human 
elements in AI’s black box decision-making process. In past 
works, although much HMC research has examined how 
users evaluate AI-generated content versus human-generated 
content, the backstage AI systems has not been fully taken 
into consideration. As some examples, HMC research has in-
vestigated automated journalism and suggested that machine- 
authored news was considered less credible and newsworthy 
than human-authored news (Waddell, 2018). Spence et al. 

(2019a) found that a Twitter bot that reported weather news 
was perceived as similar in news quality but less socially at-
tractive than a human meteorologist. Xu et al. (2020) found 
that users’ evaluations of AI-generated and human-generated 
paintings did not significantly differ, which challenged 
researchers to reconsider the meanings of human creativity.

Similar patterns have emerged when it comes to AI’s 
decision-making. Molina and Sundar (2022) found that users 
tend to trust AI’s decisions as much as humans’ decisions in 
content moderation. However, users’ perceptions of humans’ 
and AI’s decision-making may depend on specific communi-
cation tasks and contexts. Users perceived AI-made decisions 
in mechanical tasks (e.g., work scheduling) as equally fair 
and trustworthy as human-made ones but they questioned 
AI-made decisions in human tasks (e.g., hiring, work evalua-
tion) (Lee, 2018).

Despite aforementioned HMC research on comparing hu-
man performances and machine performances, few commu-
nication studies have examined individuals’ responses when 
they are exposed to the human elements in AI’s internal 
working mechanisms (Liu, 2021; Spence et al., 2019b). As 
XAI scholars have mentioned that involving human knowl-
edge in algorithms and making AI’s internal architecture 
transparent can enhance users’ trust (Deng et al., 2020; 
Ehsan et al., 2021), we suggest at least three forms of explan-
ations about the human participation in AI’s decision-making 
are ripe for future HMC scholarship: data annotation, out-
come verification, and model selection.

Data annotation
In the data training phase, explanations about the role of hu-
man knowledge in determining and annotating training data 
may substantially affect users’ perceptions of AI. For exam-
ple, allowing AI to autonomously learn from digital traces 
without the involvement of human knowledge may cause the 
training data to be biased and useless. Posts about hate 
speech by Twitter’s bot Tay have aptly captured this situa-
tion. Similarly, facial recognition technology may also learn 
from a non-representative sample of face images when no hu-
man knowledge is incorporated, which can lead to errors in 
various settings such as job candidate filtering and criminal 
detection. Nevertheless, if human experts are kept in the loop 
of data scraping and data labeling, then the representative-
ness and the quality of the training data could be checked 
and potentially improved. Thus, it should be safe to postulate 
that when AI users receive explanations about whether and 
how humans participate in sourcing data and labeling data, 
their perceptions of AI’s performances would be affected.

Outcome verification
Based on the human-in-the-loop approach, testing explana-
tions about whether and how AI-made predictions have been 
verified and/or modified by humans is also vital. In super-
vised learning, if training data are nonrepresentative, it would 
be risky for users to adopt AI’s final recommendations di-
rectly. Perceptions of AI’s decisions could change, however, if 
users know how human verification has acted as a guardrail 
to ensure the reliability of the results. Letting users know that 
humans have rewarded or punished AI-made decisions as 
part of the reinforcement learning process may also increase 
the perceived competency and perceived trustworthiness of 
AI during HMC.
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Model selection
Another type of explanations that communication scholars 
might explore through incorporating XAI research could 
concentrate on how humans are engaged in selecting or 
adjusting AI’s models. Chatbots, for example, can be 
designed with rule-based pattern-matching approaches (e.g., 
using predefined, human-made answers to respond to users) 
or machine learning techniques, including natural language 
processing (e.g., using computing systems to collect and com-
prehend human language), artificial neural networks (e.g., us-
ing systems to compute vector representations, feeding them 
as features into the neural network, and producing 
responses), and LLMs (e.g., using massive amounts of text to 
predict the relationships between words) (see Adamopoulou 
& Moussiades, 2020). If users receive explanations about 
how human knowledge is involved in selecting or adjusting 
AI’s models, then users may develop different perceptions 
and attitudes toward these chatbots. In the past, HMC re-
search on these explanations about AI’s working mechanisms 
remains fragmented, except that Liu (2021) found that AI 
systems using human-made rules triggered higher social pres-
ence than AI systems using machine-learned rules, which re-
duced users’ uncertainty and increased their trust in AI.

Examining the elements of human participation in AI’s 
decision-making processes can test and potentially expand the 
scope of some HMC theories. For instance, HMC research has 
applied the machine heuristic, derived from the MAIN model 
(modality, agency, interactivity, and navigability; Sundar, 
2008), to understand individuals’ cognitive processing of 
machines when the technology interfaces demonstrate machine 
agency cues (e.g., AI as an author or content generator). Future 
HMC research could reap the benefits from bridging the 
human-in-the-loop approach and machine heuristic and testing, 
for example, how machine agency, along with the explanations 
about human participation in the backstage of AI’s model selec-
tion, affects users’ cognition. Such combination may complicate 
individuals’ attribution of machine features (e.g., objectiveness, 
accuracy) to AI. It could also raise questions about how individ-
uals process both the machine agency cues on machine interfa-
ces and the human participation cues in machines’ internal 

architecture at the same time, which could in turn challenge, ex-
tend, or improve the predictive power of the MAIN model or 
its derivative frameworks such as HAII-TIME (Sundar, 2020).

Given that explanations are fundamentally messages deliv-
ered to AI users, we shall also add that beyond data annota-
tion, outcome verification, and model selection, even some 
broad explanations about the human participation in AI’s 
decision-making process may affect users’ evaluation. For ex-
ample, considering that non-AI experts may not have the cog-
nitive load, motivation, or ability to process how humans are 
involved in different phases of AI’s decision-making, these 
users may simply prefer to know whether or how much hu-
man knowledge has intervened AI’s content generation pro-
cess. Therefore, simply informing users of the degree of 
human knowledge input or human supervision in AI can also 
serve as a type of message, which could imply different per-
ceptual or social consequences (Gil de Z�u~niga et al., 2024). 
Other broad descriptions about human knowledge involve-
ment (e.g., long-term vs. short-term human intervention, 
experts versus amateurs’ participation) may also sway users’ 
attitudes and potentially induce behavioral change. We dem-
onstrate the potential of engaging the human-in-the-loop ap-
proach in HMC research in Figure 1.

Message production explainability
While adding the human-in-the-loop approach to HMC work 
could be one of the means of engaging XAI literature in commu-
nication scholarship, another contribution could lie in the theo-
retical expansion of the masspersonal model of communication 
(O’Sullivan & Carr, 2018). O’Sullivan and Carr (2018) pro-
posed that media technology can be categorized along two per-
ceptual dimensions—message accessibility and message 
personalization—that constitute a Cartesian coordinate system. 
The first quadrant features low message accessibility and high 
message personalization and thus refers to private and personal 
communication (e.g., phone calls, direct messages on social me-
dia platforms). The second quadrant features high message ac-
cessibility and low message personalization and thus refers to 
public and impersonal communication (e.g., podcasts, TV 
news). The third quadrant features high message accessibility 

Figure 1. Explanations of human participation in different AI production stages.
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and high message personalization and thus refers to the massper-
sonal nature of communication (e.g., radio call-ins, Facebook 
comments). Although O’Sullivan and Carr (2018) did not expli-
cate the fourth quadrant, which features low message accessibil-
ity and low message personalization, some innovations of AI 
technology can be situated in this fourth quadrant. For example, 
humans’ interactions with home-based voice assistants can be 
considered a private conversation given their low accessibility. 
Meanwhile, some of these voice assistants’ messages can be im-
personal, only providing the same predefined answers across 
users, devices, and contexts (e.g., when Alexa or Google Voice 
responds to users’ inquiries about weather and time).

When O’Sullivan and Carr (2018) proposed their 
quadrant-based model, XAI research was not fully fledged. 
Today, however, lay users’ exposure to some technical terms 
and concepts (e.g., machine learning, deep learning, genera-
tive AI) has become prevalent. Even so, terms like “Bayesian 
classifier,” “decision tree,” or “recurrent neural network” 
may not be intuitive or comprehensible to users, which could 
lead to various folk theories for understanding how AI works 
(Liao & Tyson, 2021). Meanwhile, these folk theories indeed 
reflect users’ desire to reduce uncertainty and comprehend 
the black box of AI. To that end, we suggest that a third di-
mension, message production explainability, could be added 
to O’Sullivan and Carr’s (2018) two-dimensional model. 
Derived from the emphasis of XAI literature on explanations, 
this dimension reflects the degree to which users perceive 
technology’s message production process as interpretable, 
transparent, and visible.

We name the proposed three-dimensional model the M- 
PAPE model, which stands for message personalization, ac-
cessibility, and production explainability (see Figure 2). 
Theorizing emerging technology along these three dimensions 
is consistent with the variable-based approach proposed by 
Nass and Mason (1990), which indicates that technologies 
should be viewed as a combination of variables with different 
values. Using this variable-centered approach can enable 
researchers to understand how each technology represents 
different values on these dimensions and how technologies 
evolve in these features over time (Nass & Mason, 1990). 
Thus, adding the dimension of message production explain-
ability can be seen as adding a new variable to understand 
technology features, which allows the M-PAPE model to 
more precisely capture users’ perceptions of a range of AI 
technologies. Below, we use the examples of chatbots and 
augmented reality (AR) technologies to illustrate the value of 
using this updated model in future HMC research.

Chatbots may feature high message personalization when 
they provide tailored responses to individuals’ needs and pref-
erences on various kinds of websites. Meanwhile, they may 
also be considered impersonal when they use standardized 
identical messages (e.g., expressing gratitude for users and ask-
ing users to rate their service). At the level of message produc-
tion, chatbots may differ in their algorithms. Those with 
pattern-matching algorithms feature higher human knowledge 
involvement in message production because pattern-matching 
algorithms rely on humans’ preprogrammed, keyword-based 
responses to address users’ inquiries (Liu, 2021). However, 
chatbots with unsupervised learning may feature compara-
tively lower human knowledge involvement in their algo-
rithms. At the level of message accessibility, whereas chatbots 
used for private conversations have low accessibility (e.g., 
Replika), chatbots on social media can be highly accessible, as 

their posts and replies are public to users. Based on those char-
acteristics, HMC research may draw on the M-PAPE model 
and manipulate the degree of perceived message personaliza-
tion, message production explainability, and message accessi-
bility to understand users’ perceptions and interactions with 
different types of chatbots.

Another example is in mobile AR technology (e.g., 
Pok�emon Go, Apple Vision Pro), which uses location-based 
information to activate virtual overlays on users’ physical 
surroundings (Liao & Humphreys, 2015). Depending on 
how explanations are framed, users may believe that the algo-
rithms producing location-based AR content are self-learned, 
automatic, and location-sensitive. However, some users may 
also perceive that the AR messages are not produced by AI 
but by human artists or engineers. Thus, location-based AR 
messages may be mapped at different positions at the level of 
message production explainability based on how explana-
tions are provided for users as well as how users interpret AR 
technology’s working systems. Meanwhile, mobile AR mes-
sages can be regarded as having low accessibility if they are 
posted only within a small group of users in AR environ-
ments (e.g., Meta’s Horizon workspace). In other cases, how-
ever, AR messages can be considered as having high 
accessibility if they are designed to be available in public 
spaces (e.g., the AR explanations of collections in museums 
and galleries). Furthermore, mobile AR technology can de-
liver impersonal messages if the messages are preprogrammed 
(i.e., low message personalization), or deliver personalized 
messages if the messages are shared in social settings in real 
time (e.g., AR Layar Tweets). Therefore, to understand and 
compare various forms of mobile AR technology, researchers 
may refer to the M-PAPE model to locate technological fea-
tures on each dimension and test how AR technology differs 
from other technologies or how variations in perceived AR 
messages affect users’ perceptions.

We envision that just like chatbots and AR, most AI technol-
ogies can be mapped onto the M-PAPE model. While research 

Figure 2. The Message Personalization, Accessibility, and Production 
Explainability (M-PAPE) Model.
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to date has focused only on the original two-dimensional model 
(e.g., Shi & Dai, 2022, 2023), users’ frequent exposure to 
today’s AI technology necessitates more research on users’ per-
ception of AI’s message production process. Thus, future HMC 
research may draw from XAI literature to explore this dimen-
sion of message production explainability to understand users’ 
perceptions of and engagement with AI technology.

Integration directions: insights from HMC and 
broad communication perspectives
Above we have demonstrated how XAI research can benefit 
future HMC research. In this part, we describe how HMC re-
search, rooted in communication scholarship, could make 
contributions to the field of XAI. In the past, XAI literature 
has primarily focused on the content of the explanations, in-
cluding describing how and why/why not AI makes certain 
decisions (Liao et al., 2021). Attention to classic communica-
tion concepts like sources, receivers, and messages rooted in 
Shannon and Weaver’s (1964) model of communication has 
been scant. Indeed, these concepts have made important con-
tributions to our understanding of HMC, such that Lee and 
Liang (2018) argued that in persuasion contexts, machines 
(i.e., senders/receivers) can use persuasive strategies (as mes-
sages) to gain compliance (i.e., effect) from users (i.e., send-
ers/receivers). When defining persuasive AI, Dehnert and 
Mongeau (2022) also indicated that a communicative AI can 
generate, modify, or augment messages that are delivered to 
human receivers. In both cases, message sources, features, 
receivers, and effects serve as key concepts in understanding 
the HMC processes. Given that XAI seeks to deliver explana-
tions to render AI’s working mechanisms transparent, inter-
pretable, and credible, we elaborate on how communication 
research, especially HMC research, on message sources, fea-
tures, receivers, and effects can extend the current directions 
and expand the boundary of XAI.

Explanation sources
One important integration direction lies in understanding the 
sources of the explanations. Although XAI literature has indi-
cated that the source of the training data could be a focus of 
explanation (Liao et al., 2021), communication scholars may 
enrich this area of research by providing knowledge about 
the multiple layers of explanation sources that could be in-
volved in HMC. Specifically, sources in XAI may be catego-
rized into the providers of explanations, the source of 
training data, and the (perceived) source of communication 
partners who deliver explanations to receivers.

More specifically, providers of explanations refer to the 
humans or machines that produce and/or offer explanations 
based on their expertise, authority, or learning results. For 
example, in HMC, explanations about algorithmic recom-
mendations could be traced to human experts who originally 
designed or developed the algorithms. It is noteworthy that 
the providers of explanations may not necessarily be humans. 
At times, explanations can be provided by machines alone 
(e.g., when GPT is prompted to explain its answers) or by a 
hybrid of both humans and machines (e.g., when human 
explainers combine machine-generated explanations with 
their own knowledge).

Explaining the sources may also involve elaborating on the 
source of training data in supervised or deep learning models. 
By source of training data, we mean those who obtain and 

annotate the training data as well as how training data is 
sampled. The source of training data has received increasing 
attention, as scholars have found that problematic data label-
ing can generate biased algorithmic recommendations. 
Although Chen and Sundar (2023) found that showing AI 
users the quality of data labeling increased users’ trust in AI, 
research on the source of training data remains limited. 
Moreover, given that the work of scoring, labeling, and clas-
sifying input data has often been crowdsourced to underpaid 
digital labor (Tubaro et al., 2020), explaining the characteris-
tics of the digital labor, including the cultural backgrounds, 
demographic characteristics, and socioeconomic conditions 
of the digital labor behind AI’s mechanisms would affect 
users’ trust in AI. Thus, it is reasonable to expect that during 
HMC, explanations about the source of training data will 
play a role in users’ evaluation for AI’s performances.

The source of the communication partner refers to the par-
ticipant who serves as the (perceived) communicator in deliv-
ering the explanations to users. Theorizing the source of the 
communication partner also involves multiple layers, such 
that users may believe that they are communicating with the 
AI per se (e.g., chatbot or virtual agent), the AI system (e.g., 
the algorithms), the engineers, the company that owns the AI 
system, or even the brand of the system. Perceptions of these 
different sources may lead to different cognitive and behav-
ioral outcomes among users. Sometimes the perceived source 
of communication partner could overlap with the providers 
of explanations.

The reason to list all these possible sources that users may 
become aware of during HMC is to demonstrate that al-
though XAI scholars have indicated the need to explain the 
source of the data, HMC perspectives reveal that sources can 
indeed involve many more layers and meanings, which can 
help clarify or expand the focuses of future XAI research. For 
example, in studying the source of the communication part-
ner, Guzman (2018) interviewed participants about their 
experiences with voice-based mobile virtual assistants. She 
found that some participants perceived the source of the voice 
as an assistant in the mobile phone whereas others perceived 
the source of the voice as the phone per se. Ischen et al. 
(2020) also found that the perceived source of the communi-
cation partner (e.g., chatbots, websites) could be different 
from the source of AI’s recommendations (e.g., expert-made 
recommendations, algorithmic recommendations).

A more comprehensive framework that has been applied to 
understand the perceived source of the communication partner 
in HMC is the source orientation model (Solomon & Wash, 
2014). Imagine when a user communicates with an AI-based 
virtual assistant, the user interface presents explanations about 
why the virtual assistant makes certain recommendations. In 
this process, users may perceive the explanations as if the virtual 
assistant offered them directly. Users may also believe that the 
technology company or computer scientists who created the as-
sistant provided the explanations. To understand how users tar-
get their communication partners, Solomon and Wash (2014)
proposed the source orientation model, which suggests that 
with the increase of perceived source distance, users may se-
quentially orient to an application/software of the computer, 
the computer itself, other users, programmers, and organiza-
tions. The source proximity determines users’ default orienta-
tion target. For example, Sundar and Nass (2000) suggested 
that during HMC, users naturally and socially orient to the 
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computer agents first instead of the remote programmers of 
the agents.

The source orientation model further suggests that a few fac-
tors can change users’ orientation process and reorient users’ at-
tention to different targets. When users accomplish tasks or 
goals with minimal effort, their orientation is likely to stay the 
same as their initial target (Solomon & Wash, 2014). When fail-
ure occurs during users’ interaction with the perceived commu-
nication partner, they are likely to attribute the failure to other 
distant sources (e.g., programmers, organizations). For example, 
when a computer automatically updates its operating system 
and it takes longer than expected, users are likely to experience 
reorientation and blame the programmers for not creating a 
faster and smoother updating experience or even the brand of 
the computer for its frequent system updating requirement. 
Thus, the source orientation model may be informative for fu-
ture XAI research when XAI scholars need to cast light on mul-
tiple sources involved in AI’s working mechanisms.

Overall, HMC literature on source orientation is one ex-
ample of how communication scholarship can add to XAI re-
search. It indicates that using communication frameworks to 
theorize the sources of explanations offers a comprehensive 
approach to investigating the explanation sources in XAI.

Explanation messages
Given that explanations can be considered as messages that 
are designed to make AI systems more credible and interpret-
able, another direction in which communication research 
may inform XAI literature is elucidating how different mes-
sage features can shape users’ beliefs or attitudes toward an 
AI system or its recommendations.

To understand the effects of explanation messages, past 
HMC research, along with theories from CMC, AI-mediated 
communication (AI-MC), and persuasion, has shed light on the 
influence of message features. Within CMC theories, the social 
information processing theory suggests that online users can ac-
crue impressions and advance relationships with technologies to 
a level that is expected in interpersonal communication 
(Walther et al., 2015). Despite the lack of visual cues, individu-
als can decode alternative combinations of cues that facilitate 
communication, which include communication styles, timing of 
message exchange, response delays, and the framing of messages 
(Walther & Parks, 2002). As an extension of social information 
processing theory, the hyper-personal model of communication 
suggests that impressions of others and relational states may 
even exceed what can be expected in offline communication, as 
communication receivers may form an exaggerated impression 
of others based on the cues they decode in the communication 
processes (Walther et al., 2015). One study that has focused on 
the effects of message features and bridged social information 
processing theory and HMC indicated that designing typos in a 
chatbot’s messages negatively impacted the perceived attraction 
of the chatbot (Westerman et al., 2019). In a similar vein, Lew 
and Walther (2023) examined chatbots’ response speed and 
conversational contingency and indicated that both factors had 
main effects on perceived trustworthiness. Although these stud-
ies were not directly conducted in XAI contexts, they may sug-
gest that receivers’ attitudes towards AI could hinge upon the 
cues embedded in messages, whether these explanation mes-
sages are generated by humans or machines.

A more systematic theorization of cues has inferred that as 
the boundaries between CMC and HMC become ambiguous, 
messages that involve the variations of cues like misspellings, 

memes, emojis, or punctuations can substantially affect indi-
viduals’ understanding of AI (Xu & Liao, 2020). In our con-
text, the messages may not only exist at the level of direct 
interaction between humans and machines, but also function 
as explanations communicated to AI users.

Beyond cues, explanation messages may be designed to reflect 
communication persuasion strategies, including using message 
sequences and frames (O’Keefe, 2015). Applying these persua-
sion strategies in HMC, Lee and Liang (2019) examined the 
foot-in-the-door effect and found that a robot that started with 
a small request then progressed to a large request was more 
likely to gain compliance from participants than one that di-
rectly began with the large request. Additionally, researchers 
may incorporate gain-frames or loss-frames into explanation 
messages. Although these two types of frames promote an iden-
tical recommended behavior, the emphases on the expected 
gains or the consequences of not accepting the recommendation 
could lead to divergent results, depending on contextual factors 
and individuals’ cognitive processing (O’Keefe & Jensen, 2006). 
Although XAI scholars have used what if strategies (e.g., what 
would occur if the model changes to a different one) in explain-
ing AI-made decisions, communication research may be well 
suited to make contributions here as it can impart to XAI how 
gain- versus loss-framed explanations exert disparate effects.

Future XAI research might also address the impact of dif-
ferent language styles. Various HMC studies have explored 
such impacts and the factors driving them. For example, 
Hancock et al. (2020) suggested that in future AI-MC, AI’s 
overly positive language could lead to users’ adoption of posi-
tive language, which over the long term, may shape our lan-
guage norms and expectations for AI. When testing the 
CASA paradigm, Nass et al. (1995) found that participants 
who identified themselves as dominant perceived a computer 
that used dominant language (e.g., confident and assertive 
language) as more attractive and convincing than one that 
used compliant language (e.g., hesitant and indefinite lan-
guage). Along the same line of CASA research, Xu (2020)
found that for those who spent less daily time on mobile devi-
ces, mobile voice assistants’ anthropomorphic language (i.e., 
casual, self-referential) strengthened users’ intention of con-
formity, whereas non-anthropomorphic language (i.e., for-
mal, non-self-referential) increased the intention of 
conformity for those who spent more daily time on mobile 
devices. Just as how different language styles set the stage for 
persuasive effects in HMC, they may also be employed in ex-
planation messages to affect users’ reactions to AI.

Overall, past HMC works jointly with other communica-
tion perspectives like CMC and persuasion may coalesce into 
future focuses of XAI research. Beyond message sequences, 
frames, and language styles, many more communication the-
ories (e.g., communication accommodation theory) could be 
further applied to understand the potential of explanation 
messages. Although research combining XAI and communi-
cation is still limited, communication research revolving 
around messages could be fertile ground for understanding 
the various outcomes of explanations.

Explanation receivers
XAI scholars have acknowledged that the effects of explana-
tions vary across individuals (Ehsan et al., 2021). Thus, they 
have used human-centered XAI to understand individuals’ 
needs and to ease their interactions with AI systems. For ex-
ample, XAI scholars have found that users with low-to- 
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medium AI literacy reported a lower need for explanations 
than users with high AI literacy (Kim et al., 2023). In addi-
tion, those with rich experience using AI preferred concept- 
based explanations with detailed coefficients and equations. 
By contrast, users with limited AI experience felt over-
whelmed and confused by seeing those numbers and instead 
reported a stronger preference for visual-oriented explana-
tions (Kim et al., 2023).

Communication scholars may again contribute to XAI 
based on the ample literature on message receivers. Past 
HMC research has indicated that one’s personality, anthro-
pocentrism tendency, critical thinking, and cultural values 
can all affect their social responses to emerging technologies 
(Lombard & Xu, 2021). For instance, in the context of infor-
mation classification, Molina and Sundar (2022) found that 
individuals who had more fear of AI were more likely to ex-
perience the negative machine heuristic (i.e., perceiving 
machines as less fair and less objective than humans in mak-
ing judgments), while users who had more distrust in inter-
personal communication were more likely to experience the 
positive machine heuristic, as they regarded machines as 
more accurate in classifying information than humans.

In addition to fear of AI, message receivers’ motivation for 
processing explanations may also matter. The elaboration 
likelihood model (ELM) suggests that individuals’ motivation 
is one of the factors determining whether individuals will 
carefully scrutinize messages or use mental shortcuts to digest 
information (Petty & Cacioppo, 1984). For instance, Liang 
et al. (2013) found that, compared to a high motivation state, 
individuals in a low motivation state were more likely to 
comply with a computer agent even if the agent used sham 
reasons, meaning that seeing the word “because” was suffi-
cient to elicit those users’ compliance, whether the reasons 
were legitimate or not.

ELM research has further indicated that issue involvement 
may affect users’ motivation for systematic processing. Issue 
involvement refers to the extent to which an issue relates to 
one’s goals or outcomes (Petty & Cacioppo, 1984). This con-
cept could also be adopted in XAI. For instance, compared 
with an AI that explains its diagnoses of users’ health status, 
users may have far less issue involvement with an AI that 
explains the recommendation of a banner advertisement. 
Considering that not all AI-made decisions are highly rele-
vant to individual explanation receivers, it is here where XAI 
research could be more human-centered than domain- 
centered, allowing communication research to weigh in on 
how receivers’ personal differences, including personalities, 
motivations, AI literacy, issue involvement, and other charac-
teristics serve as important references in developing user- 
friendly explanations in HMC.

Explanation effects
Although XAI seeks to use explanations to increase users’ 
trust and understanding, providing explanations does not al-
ways lead to users’ trust. One study revealed that, among 
users with expertise in AI, simply providing an explanation 
induced caution, not trust, especially when the explanations 
did not match experts’ expectations (Kloker et al., 2022). 
Moreover, Poursabzi-Sangdeh et al. (2021) found that, com-
pared with a black box model, a transparent model under-
mines rather than improves users’ ability in detecting and 
correcting the model’s mistakes, partly due to the informa-
tion overload induced by the transparent model. Ananny and 

Crawford (2018) also inquired into the limitations of treating 
transparency as an ideal solution, arguing that transparency 
can sometimes evoke individuals’ privacy concerns and in-
hibit honest conversation. The effects of transparency depend 
on what information is explained and how clear, relevant, 
and precise the explanation is.

Despite the goal of using explanations to enhance users’ 
trust, the abovementioned perspectives demonstrate a more 
complicated picture. Thus, future XAI research could home 
in on not only the expected effects but also unintended or 
undesired consequences. To understand unintended conse-
quences, communication literature would be useful, for re-
search on uses and gratifications (Katz et al., 1974; 
Palmgreen & Rayburn, 1985) has extensively documented 
the discrepancies between gratifications sought and gratifica-
tions obtained, which have been applied to describe how indi-
viduals leverage the benefits and the privacy concerns of 
using AI technologies such as voice assistants (Xu et al., 
2022). Moreover, Cho and Salmon (2007) proposed a typol-
ogy to categorize unintended effects in communication litera-
ture, including obfuscation, boomerang effects, and social 
reproduction. This typology could offer a promising lens to 
understand the unintended effects of explanations. For exam-
ple, understanding individuals’ psychological mechanisms of 
obfuscation may help XAI scholars better review, update, 
and adjust their explanations. Also, by examining social re-
production effects, XAI scholars could be more aware of the 
unintended consequences such as expanding rather than re-
ducing the knowledge gap in users’ AI literacy.

Last, recent research on XAI has predominantly measured 
trust or interpretability as the major outcome of explana-
tions. From communication perspectives, an explanation’s ef-
fect can include a range of users’ psychological constructs 
(e.g., behavioral and attitudinal change, psychophysiological 
reactions). Given the increasing need to integrate explana-
tions into human–AI interaction, it is imperative that scholars 
consider and explore the effects beyond trust and fathom 
how users’ cognitive, affective, and behavioral responses vary 
based on different forms of explanations. Figure 3 presents 
how communication could expand XAI research in the four 
abovementioned directions.

A two-level HMC framework
Thus far, we have demonstrated how future HMC works 
could take advantage of the XAI angles such as the human- 
in-the-loop approach and the focus on message production 
explainability. We have also provided examples on how com-
munication concentration on message sources, features, 
receivers, and effects could enlarge the scope of future XAI. 
In this section, we propose a two-level HMC framework to 
present our vision based on the integration of these two areas 
(Figure 4). Thanks to the contribution of prior HMC scholar-
ship, the first-level HMC has been conceptualized and 
founded, exhibiting the focuses on how people make sense 
and engage with technologies that enact the role of communi-
cators (Guzman et al., 2023). Although the boundaries of 
HMC are still expanding and raising ontological, theoretical, 
and methodological questions, first-level HMC centers on 
technology as a communicative subject and investigates the 
implications of technologies at the individual, organizational, 
and cultural levels.
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Building on first-level HMC, we suggest that future research 
could explore a second-level HMC direction that theorizes how 
individuals receive, perceive, and evaluate the explanations about 
AI’s working mechanisms. Such explanations could highlight the 
roles of human knowledge in AI’s decision-making process (i.e., 

human-in-the-loop) or accentuate how AI’s decisions are pro-
duced (i.e., message production explainability). Meanwhile, 
explanations at this second-level HMC could be designed and 
parsed with focuses on multi-layered sources and message fea-
tures, as well as on explanation receivers and consequences.

Figure 3. How communication research amplifies the scope of XAI.

Figure 4. Two-level human–machine communication framework.
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Theoretical implications
The two-level HMC framework has the following theoretical 
implications. First, past communication research on AI has 
primarily compared HMC and human communication (Liu 
et al., 2023). That is, human–human communication has of-
ten been treated as a benchmark and HMC research has been 
conducted to infer AI’s superiority or inferiority to humans 
along different dimensions, such as performing tasks, taking 
decisions, and making predictions (Gil de Z�u~nga et al., 2024; 
Spence, 2019). Yet, such comparison may not be sufficient in 
understanding the nuances of HMC. Questions like what fea-
tures of AI make its performances different from humans still 
need much exploration and analyses (Gambino & Liu, 
2022). The two-level HMC framework illuminates the im-
portance of explaining AI’s internal systems to users and por-
trays that in human–AI interaction, human elements can be 
involved in nearly all the production processes, including but 
not limited to data labeling, model training, model selection, 
fine tuning, and outcome verification.

Second, this two-level HMC framework illustrates that fu-
ture works could look beyond users’ interactions with ma-
chine interfaces and explore how users’ evaluation of 
machine interfaces interact with their understanding of the 
black box of machines in determining users’ attitudes toward 
and acceptance of AI recommendations. Apart from under-
standing machine cues, interface affordances, or humanlike 
attributes presented by machines (Sundar, 2020; Xu & Liao, 
2020), this framework suggests that it is equally important to 
precisely convey how AI generates its decisions, especially 
when human knowledge is involved in the backstage 
AI systems.

Third, this framework indicates that in XAI, explanations 
are fundamentally messages. Explanations can be considered 
“a shared meaning-making process” between communicators 
(Ehsan et al., 2021, p. 2). Thus, to understand the effects of 
the explanations about algorithms is to understand the mes-
sage sources, features, receivers, and effects. This framework 
demonstrates that communication scholars can make tremen-
dous contributions to XAI, as communication scholars’ ex-
pertise can deepen understandings of source credibility, 
message design, social cues, individual differences, and unin-
tended consequences of message processing, all of which can 
serve as key concepts in understanding how users receive, 
evaluate, and accept explanations about AI’s work-
ing mechanisms.

Fourth, the two-level HMC framework opens space for in-
corporating different theories and perspectives to guide fu-
ture research on individuals’ processing of explanations 
about AI. While first-level HMC treats machines as commu-
nicative subjects, the second-level HMC looks beyond how 
humans communicate with machines and calls for further re-
search on how humans understand machines when communi-
cating with them. In other words, if the first-level HMC seeks 
to stress how AI can be communicative, the second-level 
HMC probes how AI can be communicated. At this second- 
level HMC, XAI and HMC scholarships, together with other 
communication literature, including but are not limited to 
CMC, AI-MC, information processing, and persuasion can 
all be engaged to guide future work on humans’ perceptions 
and evaluation of how AI works. It expands the scope of cur-
rent HMC scholarship and serves as a theoretical framework 
to guide future human–AI interaction research when AI’s 

internal workings are made transparent and when users are 
exposed to diversified forms of explanations about AI.

Ethical and practical implications
When investigating explanations about AI systems, scholars 
need to be aware of the ethical perils of using explanations to 
manipulate users’ responses. For example, researchers should 
be cautious about who frames explanations, who verifies out-
comes, and who develops algorithms. People who manage 
these tasks may have their own biases and may experience 
power influence and/or social pressure. Although XAI is an-
ticipated to improve our AI literacy, it may also become a 
channel of reinforcing biases. Therefore, users should be in-
formed of the role of human participation in these tasks and 
be aware of the potential manipulation of the explanations.

In addition to ethical practices, potential regulations could 
be enforced to supervise the transparency and interpretability 
of AI. The White House blueprint for an AI bill of rights and 
the EU AI Act could serve as the steppingstone for more re-
sponsible use of AI. As the White House blueprint (Office of 
Science and Technology Policy, 2022) suggests: 

Designers, developers, and deployers of automated sys-
tems should provide generally accessible plain language 
documentation including clear descriptions of the overall 
system functioning and the role automation plays, notice 
that such systems are in use, the individual or organization 
responsible for the system, and explanations of outcomes 
that are clear, timely, and accessible.

The EU AI Act also states that transparency “allows appro-
priate traceability and explainability” and includes “duly 
informing deployers of the capabilities and limitations of that 
AI system and affected persons about their rights” (Future of 
Life Institute, 2024), which is in congruence with the increas-
ing demands for more interpretable, comprehensive, and 
transparent explanations.

At the same time, practical concerns may arise even when 
algorithm developers or technology companies acknowledge 
the necessity to unpack the black box of algorithms and dis-
close the human participation in algorithms. Tensions be-
tween disclosure and confidentiality may arise, and conflicts 
between open source and proprietary rights may emerge. 
Thus, even though XAI research may benefit greatly from 
communication perspectives, applying theory to practice will 
likely face barriers.

Despite these concerns, bridging HMC and XAI research 
can lay the foundation for designing and applying human- 
centered explanations. Knowledge of sources, message fea-
tures, receivers, and effects can practically help XAI scholars 
refine explanations; knowledge of the human-in-the-loop ap-
proach and message production explainability can help com-
munication scholars further investigate how users evaluate AI 
based on their working mechanisms.

Limitations and conclusions
We acknowledge that many more communication perspec-
tives could be introduced to further amplify the scope of XAI. 
In that sense, we envision that this article only serves as the 
inception of the conversation between XAI and communica-
tion. Meanwhile, we are fully aware that both XAI and 
HMC are interdisciplinary fields and that no single 
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framework is rooted entirely in either field. Indeed, the inter-
disciplinary nature of the two fields makes their frameworks 
all the more useful, informative, and predictive across fields.

As we approach an exciting but uncertain future of using 
and innovating AI technology, we face a growing demand for 
understanding how AI works, who develops and controls AI, 
and why AI makes certain recommendations. This article 
explores the areas in which the communication scholarship, 
especially HMC, and the XAI scholarship can be bridged. By 
introducing, analyzing, and integrating frameworks in both 
fields, we suggest that communication scholars can deepen 
their understanding of AI technology using XAI perspectives 
and XAI research can benefit from communication scholars’ 
perspectives on concepts and theories revolving around mes-
sages. Exploring the relationships between communication 
and XAI is vital to the ongoing discussion and theoretical de-
velopment for future AI research.
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