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A B S T R A C T   

The Computers are Social Actors (CASA) paradigm has been increasingly used as a major theoretical framework 
to explain users’ social responses to emerging technologies such as chatbots, voice assistants, and social robots. 
However, the core explanatory mechanism of the CASA paradigm is still under debate. In past works, mixed 
findings have emerged to support the mindlessness explanation and the mindfulness explanation. Thus, to better 
understand which mechanism features more explanatory power, this study analyzed 834 participants’ responses 
and adopted a new approach combining the experimental design and classical multidimensional scaling. An 
investigation into participants’ cognitive maps of technology differences in evoking social presence and 
perceived trustworthiness suggested that compared to mindfulness, mindlessness had more power in accounting 
for users’ social responses to technologies. The findings can serve as important evidence for the explanatory 
mechanism of the CASA paradigm, make methodological contributions, and have practical implications.   

1. Introduction 

The Computers are Social Actors (CASA) paradigm is a theoretical 
framework that describes users’ social reactions to media technologies 
(Nass et al., 1994). Since the early 1990s, researchers have been 
applying this theoretical framework to explain users’ interactions with 
desktop computers (Nass et al., 1997), televisions (Nass & Moon, 2000), 
and web interface agents (Jung et al., 2014; Liew & Tan, 2018). Today, 
the advancement of artificial intelligence (AI) technologies has further 
precipitated its application in human-robot interaction (Lee et al., 2006; 
Spence et al., 2014), human-chatbot interaction (Edwards et al., 2019), 
and human-smartphone interaction (Carolus et al., 2018). 

Based on a series of experimental research on the CASA paradigm, 
Reeves and Nass (2002) described their findings in the book The Media 
Equation, in which they concluded that users’ responses to media tech-
nologies are fundamentally social and natural. Nass and Moon (2000) 
argued that when technologies present humanlike attributes, such as 
interactivity and human voices, users will perceive these technologies as 
social actors and transfer human-human communication scripts to 
human-technology interaction. 

While the framework of the CASA paradigm has been widely applied 

to users’ social responses to technologies, researchers have not reached a 
consensus on the mechanism that explains users’ social responses. The 
explanatory mechanism that was originally endorsed by Nass and Moon 
(2000) was that individuals mindlessly treat computer technologies as if 
they were real people. Mindlessness occurs as a result of individuals 
being repeatedly exposed to social cues in interpersonal communication 
and thus automatically employing the social rules of interpersonal 
communication in human-computer interaction (Fischer, 2011). 
Another mechanism, anthropomorphism, refers to the process whereby 
individuals attribute humans’ mental or emotional activities to 
nonhuman agents in an attempt to interpret their actions (Epley et al., 
2007). Compared to mindlessness which is considered an automatic, 
involuntary, and spontaneous psychological process (Fischer, 2011), 
anthropomorphism is perceived to involve “thoughtful, sincere belief 
that the object has human characteristics” (Nass & Moon, 2000, p. 93). 
In other words, anthropomorphism requires more declarative reasoning 
and reflective thinking, thereby inferring a more mindful psychological 
process (Adolphs, 2009). 

While research has attempted to examine whether it is mindlessness 
or anthropomorphism that drives users’ social responses to technologies 
(Kim & Sundar, 2012; Lee, 2010), mixed findings have emerged, which 
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calls for the continual exploration and investigation of the mechanisms 
underlying individuals’ social responses to technologies. Prior research 
has attempted to solve this question by inferring mindlessness from 
cognitive styles (Lee, 2010) or adopting explicit versus implicit mea-
sures of anthropomorphism (Araujo, 2018). These approaches, however, 
have been perceived to have limitations and hence have been unable to 
provide dominant evidence for either of the explanations. Considering 
the difficulty in distinguishing mindless processing from mindful pro-
cessing in a single study, Lombard and Xu (2021) argued that under-
standing the psychological processes of users’ social responses to 
technologies requires scholars’ continuous efforts to explore innovative 
methods and measures. Over time, the accumulated findings from 
various studies will lead to the convergence of evidence that either 
supports one of the explanations or more convolutedly parses out the 
power of these mechanisms in different communication contexts. Based 
on the mixed findings about the explanatory mechanism underlying the 
CASA paradigm, this study responds to the call for using more innova-
tive methods and seeks to provide further evidence on the debate be-
tween mindless processing and mindful processing. More specifically, 
this study adopts a new approach combining experimental design and 
multidimensional scaling to scrutinize which psychological mechanism 
has greater power in explaining users’ social responses to technologies. 

The theoretical contribution of this study lies in its complement to 
the explanatory power of the CASA paradigm. Although past works have 
increasingly applied the framework to research on human-computer 
interaction (HCI), based on Chaffee and Berger’s (1987) criteria for 
theory evaluation, the tenet that users respond to technologies as if they 
were social actors was more of a description of Nass and colleagues’ 
research findings than of a fully developed theory that features 
explanatory and heuristic power. Therefore, to construct a more 
comprehensive theoretical framework, it is crucial to sort out and 
explicate the explanations that support the CASA findings. Examining 
whether individuals rely on a more involuntary processing route or a 
more laborious one may help inform how the human mind works in HCI 
and further advance psychological processing research regarding in-
formation processing, attention, and memory (Geiger & Newhagen, 
1993). 

Methodologically, this study proposes the combination of multidi-
mensional scaling and experimental design as a new approach to un-
derstanding mindless versus mindful processing. The experimental 
design has the strength in observing treatment effects, and the multi-
dimensional scaling technique has the advantage of illustrating in-
dividuals’ cognitive mapping without substantially raising their 
awareness of the dimensions that forge their cognitive spaces (Jaworska 
& Chupetlovska-Anastasova, 2009). Thus, this approach may pave the 
way for exploratory research on mindless vs. mindful responses in 
communication contexts. 

2. Literature review 

2.1. Social cues and social signals in CASA 

In explaining users’ social responses to technologies, Nass (2004) 
argued that it is the social cues that evoke users’ social perceptions and 
social attitudes. These social cues include but are not limited to lan-
guage, voice, human faces, emotions, interactivity, engagement, au-
tonomy, and unpredictability. Recent research has further differentiated 
social cues from social signals (Fiore et al., 2013). Specifically, social 
cues are “biologically and physically determined features salient to ob-
servers because of their potential as channels of useful information” (p. 
2). Examples of social cues include a social actor’s voice, humanlike 
appearance, and eye contact. Social signals are the meaningful in-
terpretations of these social cues. Social signals include perceivers’ 
translations of social cues, which include emotions, interactivity, per-
sonalities, companionship, engagement, and so on (Fiore et al., 2013; 
Lombard & Xu, 2021). 

Both the effects of social cues and social signals have been investi-
gated in prior CASA research. For example, Salem et al. (2013) found 
that a humanoid robot designed with gestures evoked participants’ 
greater willingness to communicate than one without gestures. Mor-
iguchi et al.’s (2010) research suggested that an android’s movements 
that were more smooth and less mechanical had stronger effects on 
children’s modeling behavior. Language use is another important social 
cue in HCI. Informal, anthropomorphic, and warm (i.e., encouraging 
and friendly) language styles exerted more influence on users’ social 
perception of technologies compared to formal, non-anthropomorphic, 
and cold language (Goble & Edwards, 2018; Hoffmann et al., 2020; 
Sah & Peng, 2015). 

Aside from the effects of social cues, another line of CASA research 
has focused on the influence of social signals on social responses. These 
social signals reflect the abstract human characteristics of technologies 
perceived by users. For instance, Lee et al. (2006) manipulated the 
personalities of the zoomorphic robot AIBO and found that participants 
reported greater social presence after interacting with the AIBO that 
demonstrated a personality that complemented their own. Social iden-
tity is another social signal that can be perceived by users. Eyssel and 
Kuchenbrandt (2012) informed participants of two robots’ names, one 
German and one Turkish. They found that those in the group with the 
same-nationality robot were more likely to evaluate the robot’s perfor-
mance as positive. To simulate interpersonal communication, inter-
activity serves as a social signal that designers incorporate into 
technologies. Jung et al. (2014) found that an interactive agent was 
perceived as more likeable and socially present than a non-interactive 
one. Other social signals include but are not limited to perceived 
companionship (Rubin, 1984; Takeuchi & Katagiri, 1999), uniqueness 
(Choi et al., 2017), flexibility (Duffy & Zawieska, 2012), and perceived 
life span of technologies (Lechelt et al., 2020). Although social cues and 
social signals are not the only factors that lead to users’ social responses 
to media technologies, they play an essential role in evoking users’ social 
perceptions and responses to technologies. 

2.2. Social responses 

Social responses can be reflected via users’ social perceptions, social 
attitudes, and social behaviors (Nass & Moon, 2000). Individuals’ social 
responses to technologies may occur to a variety of media technologies 
ranging from hardcover books to social robots. For example, a moving, 
speaking, and humanlike robot may logically elicit individuals’ strong 
social reactions (Levy, 2009), while an old hardcover book with its 
limited haptic cues and olfactory cues could also make readers perceive 
it as knowledgeable, noble, mysterious, and unique. Additionally, in-
dividuals may have social responses to vacuum cleaner robots that are 
personalized by their owners (Sung et al., 2009), or interpret slow 
movements, delayed responses, and low volume battery status as in-
dicators of technology’s weak life span (Lechelt et al., 2020). 

In past research, users’ social responses include but are not limited to 
users’ social presence, perceived attraction of technologies, perceived 
trustworthiness of technologies, conformity behavior, and intention of 
future use (Lee et al., 2006; Lombard & Xu, 2021). This study focuses on 
two commonly examined concepts in users’ social responses: social 
presence and perceived trustworthiness. Lee (2004a) defined social 
presence as “a psychological state in which virtual (para-authentic or 
artificial) social actors are experienced as actual social actors in either 
sensory or non-sensory ways” (p. 44). Lombard and Ditton (1997) 
categorized social presence into two major types: 
social-actor-within-medium presence and medium-as-social-actor pres-
ence. Social-actor-within-medium presence occurs when users respond 
to the social cues presented by the characters on television, in video 
games, or in virtual reality (e.g., para-social interaction with fictional 
characters), while medium-as-social-actor presence occurs when users 
respond to the social cues presented by the media technologies per se (e. 
g., interaction with robots and computers). As the CASA research focuses 

K. Xu et al.                                                                                                                                                                                                                                       



Computers in Human Behavior 134 (2022) 107321

3

on users’ direct interaction with media technologies, the type of social 
presence discussed in the study is medium-as-social-actor presence (for a 
review, see Lombard & Xu, 2021). 

Ample studies have examined the effects of social cues and social 
signals on social presence. For example, Xu (2019) investigated the ef-
fects of the social robot Alpha’s gestures and found that those who had 
positive attitudes toward social robots felt stronger social presence when 
Alpha demonstrated gestural movements, while those who had negative 
attitudes toward robots reported stronger social presence when pre-
sented with non-gestural movements. Fiore et al. (2013) found that an 
iRobot Ava that gave way to participants as it moved evoked stronger 
social presence than an Ava that did not yield, suggesting that yielding 
was interpreted as Ava’s concern about others. 

The perceived trustworthiness of technologies has been viewed as 
another major indicator of individuals’ social responses in prior 
research. Individuals develop trust in technologies when they perceive 
them as social entities. For instance, Stoll et al. (2016) found that the 
telepresence robot Double was rated as more credible when it did not 
apply guilt-involving conversation styles. Chiou et al. (2020) suggested 
that human-sounding speech enhanced users’ trust in a pedagogical 
virtual agent more than machine-sounding speech did. Overall, based on 
prior literature, this study probes into individuals’ social presence ex-
periences and their trust in technologies as reflections of their social 
responses to technologies. 

2.3. Mindless anthropomorphism vs. mindful anthropomorphism 

2.3.1. Conceptual distinction 
According to Nass and Moon’s (2000), two major mechanisms have 

emerged to account for users’ social responses: mindlessness and 
anthropomorphism. Mindlessness refers to the idea that people are 
naturally oriented to social cues rather than asocial ones (Langer, 2000). 
Owing to the repetitive exposure to social cues in interpersonal 
communication, individuals “mindlessly (and) prematurely commit to 
overly simplistic scripts drawn in the past” (Nass & Moon, 2000, p. 83). 
In this process, humans’ conscious reactions to interpersonal social cues 
gradually become efficient and automatic over time and operate without 
conscious guidance (Bargh & Chartrand, 1999). Mindlessness was sup-
ported by Nass and Moon’s (2000) finding that although users demon-
strated stereotypical and overlearned social behavior when interacting 
with computers, they denied that computers warranted social responses. 

As the CASA “fails to pinpoint precisely when and why mindless 
behavior will occur” (Nass & Moon, 2000, p. 96), a more in-depth 
explanation for mindlessness was later proposed from the evolutionary 
psychology perspective. In their book The Media Equation, Reeves and 
Nass (2002) suggested that users’ social responses to technologies occur 
because the human brain has not evolved to distinguish between 
mediated objects and real objects. The inability to immediately realize 
the differences between the real world and the mediated world can be 
attributed to humans’ natural tendency to accept novel information as 
real without actively searching for alternative possibilities (Langer, 
2000; Lee, 2004b). Such mindless reactions may further originate from 
humans’ instinct to avoid potential threats (Ng & Zhao, 2018). As 
Shoemaker (1996) argued, humans’ tendency to avoid dangers is 
imprinted in our adaptation, such that even when we use media, we are 
“hardwired” to surveil the mediated world for potential risks. 

This evolutionary characteristic is also rooted in users’ automatic 
mind perception and attribution. It has been found that four-to six- 
month-old infants are sensitive to facial expressions such as anger, fear, 
and surprise (Serrano et al., 1992), indicating that users’ mind percep-
tions of facial cues are intuitive and evolutionary. Past work has also 
suggested that when critical facial cues, such as hairstyles, were 
attached to an object, participants involuntarily perceived the object as a 
person (Gauthier & Tarr, 1977; Martin & Macrae, 2007). Such phe-
nomenon was further supported by the biophilia hypothesis (Kahn, 
1997; Wilson, 1984), which suggests that humans have a genetically 

based propensity to affiliate with lifelike entities. 
Apart from the mindlessness explanation and its evolutionary nature, 

the other major explanatory mechanism for users’ social responses to 
technologies is anthropomorphism (Lee, 2010). Anthropomorphism re-
fers to “the tendency to imbue the real or imagined behavior of 
nonhuman agents with humanlike characteristics, motivations, in-
tentions, or emotions” (Epley et al., 2007, p. 864). Compared to mind-
lessness which occurs “without extensive thought or deliberation” 
(Moon, 2000, p. 325), anthropomorphism involves “thoughtful, sincere 
belief that the object has human characteristics” (Nass & Moon, 2000, p. 
93). What merits note here is that although anthropomorphism was 
perceived as a thoughtful and conscious process, more recent research 
has suggested that anthropomorphism can indeed be mindless. For 
example, Epley et al. (2007) argued that anthropomorphism involves an 
automatic psychological process, which is a stable feature of human 
judgment. Serpell (2003) also mentioned that anthropomorphism is a 
reflexive state that provides humans with the proclivity for simulation, 
which helps individuals understand and predict others’ behavior. Thus, 
to be more precise and more aligned with recent literature (e.g., Kim & 
Sundar, 2012; Urquiza-Haas & Kotrschal, 2015), we use mindless 
anthropomorphism and mindful anthropomorphism to distinguish these 
two explanations. Specifically, mindfulness is a state of mind wherein 
humans actively engage in the present and demonstrate sensitivity to 
new contexts or information, while mindlessness is a state of mind 
wherein humans tend to be automatic in cognitive processing, oblivious 
to novelty, and dependent on behaviors or judgments made in the past 
(Langer, 1992, 2000). In other words, a mindful process is a more 
effortful, controlled, and top-down process, whereas a mindless process is 
a more rapid, natural, and bottom-up reaction (Adolphs, 2009; Bargh & 
Chartrand, 1999). 

2.3.2. Measuring mindless anthropomorphism vs. mindful 
anthropomorphism 

Past works have sought to examine whether users’ social responses to 
technologies are a mindful anthropomorphism or a mindless anthropo-
morphism process. However, neither explanation has received domi-
nantly supportive evidence. For instance, Mou and Xu (2017) suggested 
“media inequality” based on the finding that participants perceived 
human interlocutors’ personalities in human-human communication 
and human-AI interaction as different. Their finding indicated that 
users’ responses to technologies are not as mindless, natural, and 
spontaneous as surmised. Fischer et al. (2011) noted that some partici-
pants laughed when interacting with a robot’s humanlike greetings, 
implying that they noticed something odd and amusing about the robot, 
which also challenges the perspective of mindless transfer. 

Mindful anthropomorphism has also been questioned. Kim and 
Sundar (2012) found that participants explicitly denied treating an 
interactive website as humanlike but actually attributed personal fea-
tures to the website, which corroborated the mindlessness perspective. 
Xu (2019) found that when interacting with a social robot designed with 
humanlike features, participants explicitly denied perceiving the robot 
as a person; however, the mean values of their trust in the robot and 
their social presence experience were all above the midpoint of the 
scales, which supported the mindlessness explanation. 

The mixed findings about mindless versus mindful anthropomor-
phism may be attributed to the means by which researchers measured 
mindlessness. For instance, Lee (2010) suggested that mindlessness can 
be inferred from individuals’ rationality and cognitive loads. She 
postulated that if (mindful) anthropomorphism occurs, computer agents 
with humanlike characteristics should evoke stronger flattery effects 
than text-based agents. If mindlessness occurs, those with weaker crit-
ical thinking abilities and more limited cognitive resources should be 
more likely to demonstrate flattery effects compared to those with 
stronger critical thinking abilities and sufficient cognitive loads. The 
findings suggested that anthropomorphism was not supported, as the 
agents with more anthropomorphic characteristics did not elicit stronger 

K. Xu et al.                                                                                                                                                                                                                                       



Computers in Human Behavior 134 (2022) 107321

4

flattery effects. The mindless explanation was also critically evaluated, 
as those with more cognitive duress became more suspicious of the 
computers’ feedback rather than promptly accept computers’ sugges-
tions. Although less analytical thinkers exhibited stronger social re-
sponses, the results, according to Lee (2010), were equivocal 
considering low critical thinking ability could not be simply equated to 
mindlessness. 

Kim and Sundar (2012) also acknowledged the difficulty of dis-
tinguishing mindless anthropomorphism from mindful anthropomor-
phism. They measured mindfulness by directly asking participants to 
report whether they perceived a website as humanlike, natural, or life-
like. When testing mindlessness, they inquired participants how adjec-
tives such as likable, sociable, friendly, and personal described the 
website. Although their findings corroborated mindless anthropomor-
phism, a limitation mentioned by Kim and Sundar (2012) was that they 
actually asked participants to orient their responses to the agent on the 
website instead of the website itself. Additionally, a closer investigation 
of the measurement of mindlessness may raise questions about whether 
reporting on items such as likable and sociable can infer a mindless 
process, as participants might still have mindfully evaluated the website 
when responding to these questionnaire items. 

It is without doubt that testing and differentiating mindless anthro-
pomorphism from mindful anthropomorphism is an intricate task. Using 
merely one single method or measurement may not be enough to reveal 
solid and dominant evidence. For example, it may be risky to infer 
mindlessness by directly asking participants about their perceptions of a 
humanlike technology, as participants’ retrospective reflections may 
already be a mindful process. Although using psychophysiological 
measures (e.g., electroencephalography) can bring the benefits of 
measuring subconscious processes without human biases, the psycho-
physiological measures may not render direct evidence, as they rarely 
support a one-to-one relationship between a physiological event and a 
psychological construct (Ravaja, 2004). Additionally, applying second-
ary task reaction time has strengths in assessing involvement and 
attention, but individuals’ performances may vary in their learning 
abilities, reactions, and memory, which could lead to the difficulty of 
result interpretation (Lang & Basil, 1998). 

While it is undeniable that every method has its strengths and limi-
tations and few methods can provide direct evidence to support mind-
lessness or mindfulness, reaching the consensus on users’ mindless vs. 
mindful responses to technologies may be a long-lasting process that 
requires accumulated evidence based on a combination of methods and 
measures, including both objective and subjective ones (e.g., combining 
fMRI and interviews), and real-time and retrospective ones (e.g., 
combining thinking-aloud protocols and recall tests) (Lombard & Xu, 
2021). The convergence and patterns from a series of studies may 
eventually provide a clearer picture of the relationship between mind-
lessness and mindfulness. Thus, in an attempt to add more evidence to 
the extant knowledge about the explanatory mechanism of the CASA 
paradigm, we propose a new approach that combines multidimensional 
scaling and experimental design. We expect the findings to be comple-
mentary to the existing explanatory mechanism of the CASA paradigm. 

2.4. Combining multidimensional scaling and experiment 

Multidimensional scaling (MDS) is a technique that determines an N- 
dimensional space for a set of objects using matrices of pairwise com-
parisons between objects (Giguere, 2006). It is an explorative data 
analysis technique that condenses large amounts of data into a spatial 
map that demonstrates the interrelationships among objects (Mugavin, 
2008). According to Vishwanath and Chen (2006), MDS requires a 
measurement system that compares the similarities or dissimilarities 
among a set of elements. Objects that are perceived as similar exhibit 
smaller distances, whereas those perceived as different exhibit larger 
distances (Jaworska & Chupetlovska-Anastasova, 2009). 

MDS was initially applied in geographic distance mapping (Giguere, 

2006). Researchers later applied it to individuals’ psychological dis-
tances and cognitive mapping. For instance, MDS results revealed that 
weight/non-weight and muscle/non-muscle were two dimensions that 
determined people’s cognitive mapping of gender differences (Fisher 
et al., 2002). Among the limited media technology research that has 
applied this technique, Vishwanath and Chen (2006) based their 
research on the diffusion of innovation and found that early technology 
adopters preferred technologies that shared similarities in infrastruc-
ture. Late technology adopters purchased technologies based on their 
functional purposes rather than similarities. 

Combining MDS and experimental design to examine whether users 
mindlessly respond to technologies has the following strengths. First, 
using MDS can help identify the dimensions underlying individuals’ 
perceptions of technologies, which may not be readily evident in users’ 
cognitive schemas (Jaworska & Chupetlovska-Anastasova, 2009). Given 
that individuals’ perceptions and behaviors can be activated without 
their awareness of the triggers (Bargh, 2002), by merely asking partic-
ipants to report the distances between technologies, the possibility that 
individuals actively and thoughtfully ponder technologies from a social 
cue or social signal perspective would be substantially reduced. 

Second, not only can MDS be used to explore the defining charac-
teristics of unknown psychological structures, it can also test a priori 
hypotheses (Giguere, 2006). As MDS allows researchers to find indi-
vidual or group differences by comparing objects in people’s cognitive 
spaces, it provides researchers with opportunities to manipulate treat-
ment and control conditions and explore the differences across condi-
tions in the same cognitive space. In this case, the advantages of both 
MDS and experimental designs can be achieved. 

Third, prior MDS research had primarily focused on the analyses of 
single matrices that quantify individuals’ cognitive mapping for object 
distances. However, in the past two decades, the availability of the 
quadratic assignment procedure has enabled researchers to test the as-
sociations between multiple matrices (Krackardt, 1987). This technique 
can reveal how individuals’ cognitive mapping of one set of concepts 
may be related to that of another, which may further inform the effects 
of experimental manipulations even if the data are presented in a dis-
tance matrix format. 

Based on the strengths of combining multidimensional scaling and 
experimental design, one approach to infer mindful vs. mindless re-
sponses may lie in the comparisons between a condition in which in-
dividuals are instructed to reflect on the roles of social cues and social 
signals presented by technologies and then report how these technolo-
gies evoke social responses in their cognitive map (i.e., the mindful 
condition) and one in which individuals are directly asked to contem-
plate the potential of technologies to evoke social responses in their 
cognitive map without pondering the roles of social cues and social 
signals (i.e., the mindless condition). 

To be more specific, according to the mindful anthropomorphism 
explanation (Lee, 2010), if participants are led to fathom the roles of 
social cues and social signals presented by media technologies, then the 
magnitudes of users’ social responses to different technologies should 
reflect participants’ processing of social cues and social signals in the 
first place. In other words, when mapped in a cognitive space, tech-
nologies that are perceived to have a similar number of social cues and 
social signals should be closer to each other, while technologies that are 
perceived to be different based on the number of social cues and social 
signals should be distant from each other. 

By contrast, without being asked to reflect on the roles of social cues 
or social signals, if individuals can develop cognitive maps that are 
identical to those developed in the mindful anthropomorphism condi-
tion, it can be inferred that individuals have mindlessly processed social 
cues and social signals, as the same cognitive maps would not be 
generated if individuals did not mindlessly process the information 
about social cues and social signals. That is, under the condition wherein 
individuals are not asked to ponder social cues or social signals (the 
mindless condition), if individuals’ cognitive mapping of technology 
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differences is distinct from the one that is generated in the mindful 
condition, it should be safe to postulate that mindless processing of so-
cial cues and social signals has not occurred in this process. Overall, 
when people evaluate and interpret technologies in different ways, these 
differences should result in different psychological distances between 
technologies and thus constitute different cognitive maps (Fink et al., 
2021). Based on the derivations above and the conceptualizations of 
mindless anthropomorphism and mindful anthropomorphism, the 
following hypotheses are proposed. 

H1a. When asked to compare technologies regarding their social 
presence-evoking power, those who are not exposed to the influence of 
social cues or social signals will develop cognitive maps that are highly 
correlated with the ones developed by those who are exposed to the 
influence of social cues and social signals. (mindless 
anthropomorphism) 

H1b. When asked to compare technologies regarding their social 
presence-evoking power, those who are exposed to the influence of so-
cial cues and social signals will develop cognitive maps that are not 
significantly correlated with the ones developed by those who are not 
exposed to the influence of social cues or social signals. (mindful 
anthropomorphism) 

H2a. When asked to compare technologies regarding their perceived 
trustworthiness, those who are not exposed to the influence of social 
cues and social signals will develop cognitive maps that are highly 
correlated with the ones developed by those who are exposed to the 
influence of social cues and social signals. (mindless 
anthropomorphism) 

H2b. When asked to compare technologies regarding their perceived 
trustworthiness, those who are exposed to the influence of social cues 
and social signals will develop cognitive maps that are not significantly 
correlated with the ones developed by those who are not exposed to the 
influence of social cues or social signals. (mindful anthropomorphism) 

To better illustrate users’ cognitive mapping of technology differ-
ences in the mindful anthropomorphism and the mindless anthropo-
morphism conditions, the following RQs are proposed. 

RQ1. What are users’ cognitive maps of technology differences 
regarding their social presence-evoking power in the mindless anthro-
pomorphism and in the mindful anthropomorphism conditions? 

RQ2. What are users’ cognitive maps of technology differences 
regarding their perceived trustworthiness in the mindless anthropo-
morphism and in the mindful anthropomorphism conditions? 

3. Method 

3.1. Participants 

A total of 1177 participants were recruited from Amazon Mechanical 
Turk. All participants were over 18 years old. Participants were 
informed that experiences with emerging technologies such as smart-
watches, wireless headphones, voice assistants, and social robots were 
highly preferred. Although experiences with these technologies were not 
required, we expected that prior interaction experiences with these 
technologies would help them report more precise responses when they 
were asked to compare technology use experiences. 

After removing those who failed attention check, 834 participants 
were included in the final analyses. Among the reported data, 479 were 
males (57.4%) and 349 were females (41.8%). Their average age was 
37.47 years (SD = 11.72). 

3.2. Research design and procedures 

Participants were told that the study sought to understand people’s 
daily media technology use experiences. After receiving the consent 

form, participants were randomly assigned to one of the two conditions: 
the mindful condition or the mindless condition. 

In the mindful condition, participants were asked to complete two 
sessions of tasks. The first session required them to select the social cues 
and social signals that they believed could be presented by each tech-
nology. A total of 14 technologies were presented to them sequentially. 
They included both traditional technologies such as hardcover books 
and televisions, and emerging technologies such as smartwatches and 
smart speakers. 

In this process, to help participants understand “social cues,” par-
ticipants were not only provided with its definition (Fiore et al., 2013, p. 
2), but were also given examples of technologies that are designed with 
social cues. The examples included how the voice assistant Siri is 
designed with a human voice to interact with its users and how some 
humanoid social robots are designed with gestures or eye gazes to 
communicate with humans. Participants were provided with 13 social 
cues from which they could select. These cues included human voice, 
eye gaze, gestures, language styles, and so on. 

After coding the social cues for a technology, they were asked to code 
the social signals that can be presented by technologies. To foster par-
ticipants’ understanding of social signals, they were told that people 
sometimes perceive technologies to have abstract human characteris-
tics. Examples included how people may perceive technologies to have 
personalities or to be humans’ companions. Participants coded each 
technology sequentially. They were provided with nine social signals 
which included companionship, identity, and emotions (for a full list of 
social cues, social signals, and technologies, see supplementary mate-
rials Appendix A). Participants were instructed to reflect only on the 
social cues and social signals provided by the technologies per se rather 
than those provided by the human communication partners with whom 
they interacted through the technologies. 

After participants coded each technology, in the second session, they 
were asked to compare different pairs of technologies regarding the 
perceived trustworthiness and corresponding social presence experi-
ences. As 14 technologies can generate 91 groups of comparisons, which 
would be too many to include in a standard questionnaire, we drew upon 
Giguère’s (2006) method1 to retain the ideal number of comparisons. 
Out of 91 groups of comparisons, each participant was asked to compare 
19 pairs of technologies that were randomly selected from all the 
possible combinations of comparisons. Such randomization was to 
ensure that the final scaling solution would not be impacted (Schiffman 
et al., 1981). The order of the comparisons was also randomized to avoid 
order effects (Reeves & Geiger, 1994). To avoid straight-lining issues, 
both pairwise comparison and graphic rating method were applied 
(Davidson, 1983). 

For the mindless condition, in the first session, without being asked 
to code the social cues and social signals presented by technologies, 
participants were directly instructed to compare 19 pairs of technologies 
that were randomly selected from the 91 groups of combinations. They 
were asked to indicate how different each pair of technologies was in 
evoking perceived trustworthiness and social presence. In the second 
session, participants were asked to code the social cues and social signals 
that they believed could be presented by the 14 technologies. 

Two attention check questions were included in the questionnaire. 
One question applied Egelman and Peer’s (2015) strategy of letting 
participants respond to an irrelevant question. The other question asked 
participants to recall the last technology they coded. The whole exper-
iment took participants about 30 min to complete. 

1 Giguere (2006) equation to retain the ideal number (J) of pair comparisons 
for each participant: J = 40 × D/(I - 1). D equals the maximal anticipated 
number of dimensions (2–6). I equals the number of items used in the 
experiment. 
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3.3. Measures 

3.3.1. Technology differences in evoking social presence 
The perceived distance between each pair of technologies with re-

gard to social presence-evoking power was adapted from previous social 
presence measures in the HCI context (Lee et al., 2006). Participants 
reported on a continuous scale with four 10-point items (1 = highly 
similar, 10 = highly dissimilar). Examples of the items were “Based on 
your overall use experiences or understanding of televisions and hard-
cover books, how different are they in making you feel as if you and the 
technology were communicating with each other?” and “How different 
are they in making you feel involved?” Responses to the four items were 
added and averaged to form the distance between two technologies in 
their social presence-evoking power. Thus, 14 technologies generated a 
14 × 14 distance matrix. 

3.3.2. Technology differences in perceived trustworthiness 
The perceived distance between each pair of technologies in 

perceived trustworthiness was adapted from previous technology cred-
ibility measures (Nass & Lee, 2001; Wheeless & Grotz, 1977). Partici-
pants reported on a continuous scale with three 10-point items (1 =
highly similar, 10 = highly dissimilar). Examples of the items were 
“Based on your overall use experiences or understanding of televisions 
and hardcover books, how different are they in their credibility?” and 
“How different are they in their perceived trustworthiness?” For each 
pair of technologies, responses to the three items were added and 
averaged to form a 14 × 14 distance matrix. 

3.3.3. Technology differences in social cues 
Participants were asked to code the social cues for each technology. 

A 14 × 14 matrix of technology distances was generated by calculating 
the differences between the average number of social cues coded for 
each technology. For example, if participants checked 10 social cues for 
humanoid social robots and three social cues for desktop computers on 
average, they were calculated to be seven units away from each other. 

3.3.4. Technology differences in social signals 
Participants were asked to code the social signals for each technol-

ogy. A 14 × 14 matrix of technology distances was generated by 
calculating the differences between the average number of social signals 
coded for each technology (for all eight matrices, see supplementary 
materials, Appendix B). 

Some other variables were measured to understand participants’ 
general technology use experiences. Technology ownership was 
measured by simply asking participants to identify which of the 14 
technologies they owned or had owned in the past (M = 7.31, SD =
2.53). Media power use (M = 5.88, SD = 1.00, α =0.80) was measured 
by asking participants about their intensity of media use (Derks & 
Bakker, 2014; Zhong, 2013). Participants reported on a Likert-type scale 
with three seven-point items (1 = strongly disagree, 7 = strongly agree). 
Examples of the items were “I make good use of most of the features 
available in my media devices” and “I use my media devices intensively. 
Media usage was measured by asking participants on a typical day how 
much time they spent on media devices at home (M = 4.96 h, SD = 3.32) 
and at work (M = 5.07 h, SD = 3.31). 

3.4. Data analyses 

SPSS and R were used for data management and analyses. The in-
dependent variable was whether participants were explicitly asked to 
reflect on the roles of social cues and social signals for each technology 
and the dependent variables were participants’ perceived technology 
differences in evoking social responses. H1 and H2 were tested using 
Quadratic Assignment Procedure (QAP) correlation (Krackardt, 1987). 
QAP tests an arbitrary graph-level statistic against a null hypothesis via 
the Monte Carlo simulation of likelihood quantiles (Butts, 1999). The 

number of draws used for the quantile estimation was set as 1000. QAP 
correlation has been used to test the associations between two distance 
matrices2. In addition, as a form of manipulation check, to ensure that 
users’ cognitive mapping was developed due to the effects of social cues 
and social signals in both conditions, QAP linear regression (Krackardt, 
1987) was conducted. QAP regression treats each matrix of relations as a 
variable and predicts the relationship between two matrices. 

RQ1 and RQ2 were examined using Classical MDS (CMDS). Specif-
ically, with 14 technologies, a symmetric matrix that consists of 91 cells 
was generated (Schiffman et al., 1981). SPSS uses the Euclidian model as 
a basis to compute the optimal distances between objects in an 
N-dimensional stimulus space. In SPSS, alternating least-squares scaling 
(ALSCAL) uses a loss function called S-Stress to indicate the difference 
between the input proximities and the output proximities in the 
N-dimensional map (Jaworska & Chupetlovska-Anastasova, 2009; 
Kruskal & Wish, 1978). The MDS program also provides a scree plot, by 
which users can determine whether an extra dimension may change the 
goodness of fit of the data. According to Davidson (1983), researchers 
choose the most interpretable dimensionality level with a relatively 
goodness of fit. According to Jaworska and Chupetlovska-Anastasova 
(2009), R2 > 0.60 can be considered an acceptable fit. 

4. Results 

To test whether participants in the mindless anthropomorphism 
condition will develop cognitive maps of technology differences that are 
correlated with those developed in the mindful anthropomorphism 
condition (H1–H2), QAP correlation suggested that the cognitive maps 
of technology differences regarding their social presence-evoking power 
in the mindless anthropomorphism had a high correlation with those in 
the mindful anthropomorphism condition, r = .94, p < .001, indicating 
that the two cognitive maps were highly similar to each other. There-
fore, H1a was supported. H1b was rejected. 

QAP correlation also suggested that participants’ cognitive maps of 
technology differences regarding their perceived trustworthiness in the 
mindless anthropomorphism had a high correlation with those in the 
mindful anthropomorphism condition, r = .90, p < .001, indicating that 
the two cognitive maps were highly similar to each other. Thus, H2a was 
supported and H2b was rejected. The results of the QAP correlation were 
shown in Table 1. 

Additionally, as a form of manipulation check, to confirm that users’ 
cognitive maps were developed due to the effects of social cues and 
social signals in the mindful anthropomorphism condition, QAP 
regression suggested that the differences between technologies in regard 
to social cues significantly predicted the differences between technolo-

Table 1 
Quadratic assignment procedure correlation.  

Cognitive map of technology differences in … A B C D 

Social presence in mindful anthropomorphism 
condition (A) 

1    

Social presence in mindless anthropomorphism 
condition (B) 

.94*** 1   

Perceived trustworthiness in mindful 
anthropomorphism condition (C) 

n/a n/ 
a 

1  

Perceived trustworthiness in mindless 
anthropomorphism condition (D) 

n/a n/ 
a 

.90*** 1 

Note: *p < .05, **p < .01, ***p < .001. 

2 Unlike t-test that is used to determine if there is a significant difference 
between the means of two groups, the difference between two distance matrices 
is often tested using QAP correlation or Mantel test (Legendre & Legendre, 
2012). 
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gies in social presence-evoking power, B = .25, p = .02, and also the 
differences between technologies in their perceived trustworthiness, B 
= 0.19, p = .02. Furthermore, QAP regression suggested that the dif-
ferences between technologies in regard to social signals significantly 
predicted the differences between technologies in social presence- 
evoking power, B = .63, p = .002, and the differences between tech-
nologies in their perceived trustworthiness, B = 0.41, p = .012. 

Although in the mindless anthropomorphism condition, participants 
were directly asked to compare technology differences regarding their 
social presence-evoking power and perceived trustworthiness, QAP 
regression was still conducted to check how much users’ cognitive 
mapping of technology differences can be explained by their cognitive 
maps of technology differences in regard to social cues and social sig-
nals. QAP linear regression suggested that the differences between 
technologies regarding social cues partially accounted for the differ-
ences between technologies in evoking social presence, B = .20, p =
.076, R2 = 0.11, but the effect was only marginally significant. The 
differences between technologies regarding social signals also partially 
accounted for the differences between technologies in evoking social 
presence, B = 0.43, p = .065, R2 = 0.12. The effect was also marginally 
significant. However, the differences between technologies regarding 
social cues and social signals did not account for the differences between 
technologies in their perceived trustworthiness. The results of the QAP 
regression and their model fits were shown in Table 2. 

To examine users’ cognitive maps of technology differences 
regarding their social presence-evoking potential in the mindful 
anthropomorphism and the mindless anthropomorphism condition 
(RQ1), the scree-plots of CMDS suggested that two dimensions revealed 
a good fit for the model. Results of CMDS suggested that in the mindful 
anthropomorphism condition, a two-dimensional space accounted for 
63% of the variance in the structured data of users’ cognitive maps of 
technologies regarding their social presence-evoking potential, R2 =

0.63, STRESS = 0.31. In the mindless anthropomorphism condition, a 
two-dimensional space accounted for 62% of the variance in the struc-
tured data of users’ cognitive maps of technologies regarding their social 
presence-evoking potential, R2 = 0.62, STRESS = 0.32. 

To examine users’ cognitive maps of technology differences 
regarding their perceived trustworthiness in the mindful anthropomor-
phism and the mindless anthropomorphism condition (RQ2), the scree- 
plots of CMDS suggested that two dimensions revealed a good fit for the 
model. Results of CMDS suggested that in the mindful anthropomor-
phism condition, a two-dimensional space accounted for 57% of the 
variance in the structured data of users’ cognitive maps of technologies 
regarding their trustworthiness, R2 = 0.57, STRESS = 0.32. In the 
mindless anthropomorphism condition, a two-dimensional space 
accounted for 50% of the variance in the structured data of users’ mental 
maps of technologies regarding their perceived trustworthiness, R2 =

0.50, STRESS = 0.33. The cognitive maps of technology differences in 
evoking social presence and perceived trustworthiness in both condi-
tions were shown in Figs. 1 and 2. Results of the CMDS were shown in 
Table 3 and Table 4. 

5. Discussion 

This study seeks to continue the theoretical discussion about the 
explanatory mechanism underlying the CASA paradigm. While past 
research has used various methods and measures to investigate the black 
box of individuals’ social responses to technologies, this study applies 
QAP and MDS to compare users’ cognitive maps related to mindful 
anthropomorphism and mindless anthropomorphism. The study sug-
gests that overall, compared to mindful anthropomorphism, mindless 
anthropomorphism was better supported in explaining users’ social re-
sponses to technologies. 

Based on the experimental design, this study hypothesized that 
mindful anthropomorphism should occur when the following conditions 
are met. First, social cues and/or social signals should evoke users’ social 
responses including social presence and trust in technologies, as the 
degree of human-likeness manifested in technologies should predict the 
extent to which users respond to technologies socially (Lee, 2010). 
Second, in this process, users’ cognitive mapping of technology differ-
ences under the explicit influence of social cues and social signals should 
be different from the one engendered without such influence. Although 
the QAP regression suggested that the first condition was met, QAP 
correlation suggested that the matrices of technology differences in 
evoking social presence and perceived trustworthiness were highly 
correlated with those produced without the influence of social cues or 
social signals, which rejected the second condition. 

By contrast, mindless anthropomorphism should occur based on the 
two following criteria. First, without explicitly triggering users’ cogni-
tive processing of social cues and/or social signals, mindless anthropo-
morphism should allow individuals to process them without full 
awareness and hence perceive technologies to be social actors and 
credible. Second, to minimize the possibility that users’ cognitive maps 
of technology differences in the mindless anthropomorphism condition 
correlate with those formed in the mindful anthropomorphism condition 
by chance, participants were asked to retrospectively code how various 
technologies manifest social cues and social signals. Despite the retro-
spective nature, their perceptions of technology differences in social 
cues and social signals should to some extent explain their mindless 
social responses. QAP correlation results confirmed that participants in 
the mindless anthropomorphism condition developed cognitive maps 
that were highly correlated with those generated in the mindful 
anthropomorphism condition. QAP regression suggested that the 
matrices of social cues and social signals marginally predicted the matrix 
of social presence but not perceived trustworthiness, which lent partial 
support to the mindlessness explanation (for a diagram of the explana-
tions, please see Appendix C in supplemental materials). 

The high correlation between participants’ cognitive mapping of 
technologies between the mindful anthropomorphism condition and the 
mindless anthropomorphism condition serves as an indicator that par-
ticipants mindlessly processed a variety of technologies based on their 
interpretation of social cues and social signals. The finding confirmed 
Nass and Moon’s (2000) postulation that mindlessness is the key 
mechanism that explains users’ social responses to technologies. It is 
also aligned with previous research wherein Xu (2019) found that in-
dividuals responded mindlessly to social robots’ behavior and wherein 
Kim and Sundar (2012) found that users mindlessly assigned human 
features to an interactive web interface. 

Such mindless responses to a wide range of technologies may further 
corroborate that mindlessness is rooted in human evolution. Theory of 
mind forwarded that people have evolved the ability to infer others’ 
mental status and behavioral intensions based on their social cues 
(Adolphs, 2009). Even when these social cues are presented by tech-
nologies, people will automatically perceive them as social actors (Nass 
& Moon, 2000). The finding was further supported by the biophilia 
hypothesis that humans have a genetically based propensity to affiliate 
with lifelike entities (Kahn, 1997; Wilson, 1984). 

The similarity in individuals’ cognitive maps between the mindless 

Table 2 
Quadratic assignment procedure linear regression.   

Matrix of Social Presence Matrix of Perceived 
Trustworthiness 

B F R2 B F R2 

Mindful anthropomorphism condition 
Matrix of Social Cues .25* 36.84*** .17 .19* 36.41*** .17 
Matrix of Social Signals .63** 57.42*** .24 .41* 36.16*** .17 
Mindless anthropomorphism condition 
Matrix of Social Cues .20† 21.88*** .11 .14 15.4*** .08 
Matrix of Social Signals .43† 24.03*** .12 .27 13.77*** .07 

Note: *p < .05, **p < .01, ***p < .001, †p < .10; B: unstandardized coefficient; 
Fvalue: model fit; F values with significance mean the models had goodness of 
fit. df1 = 1, df2 = 180. R2: Variance explained by the model. 
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Fig. 1. Cognitive maps of technology differences in evoking social presence across two conditions. The number following each technology means the corresponding condition. For example, social robot1 means the 
position of social robot in individuals’ cognitive map in the mindful condition, whereas social robot2 means the position of it in the mindless condition. 

K. Xu et al.                                                                                                                                                                                                                                       



ComputersinHumanBehavior134(2022)107321

9

Fig. 2. Cognitive maps of technology differences in perceived trustworthiness across two conditions. The number following each technology means the corresponding condition. For example, social robot1 means the 
position of social robot in individuals’ cognitive map in the mindful condition, whereas social robot2 means the position of it in the mindless condition. 
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anthropomorphism condition and the mindful anthropomorphism con-
dition was illustrated in the two-dimensional models generated by 
CMDS (Figs. 1 and 2). CMDS not only reflected the high correlation 
between participants’ cognitive mapping under different conditions, but 
also denoted that individuals’ social responses (i.e., social presence, 
trust) to technologies are contingent upon their construal of social cues 
and social signals. The distances between various pairs of technologies 
indicate that technologies that present more social cues and social sig-
nals are likely to evoke stronger social presence and perceived trust-
worthiness compared to technologies that present fewer social cues and 
social signals. Table 6 demonstrates the average number of social cues 
and social signals coded for each technology. For example, users’ social 
presence of social robots is spatially distant from that of hardcover books 
as these two media technologies were perceived as heterogenous in the 
quantity of social cues and social signals. Comparatively, smart speakers 
and chatbots are spatially close, as they were perceived as similar in 
presenting social cues and social signals, which evoked similar levels of 

social responses. 
The findings about the technology distances here corroborated the 

perspective that individuals not only respond to computers but also a 
range of media technologies as social actors (Reeves & Nass, 2002; 
Lombard & Xu, 2021). Meanwhile, the strength of individuals’ social 
responses is contingent upon the social cues and social signals available 
to technology users, such that individuals are likely to experience 
greater levels of social presence and attribute more credibility to the 
technologies that display more social cues and social signals, while they 
may experience lower levels of social presence and attribute less credi-
bility to those that display fewer social cues and social signals (Lombard 
& Xu, 2001). 

It is worth noting that this study only demonstrated that mindless 
anthropomorphism was better supported as an explanatory mechanism 
of the CASA paradigm. However, it is premature and hasty to repudiate 
the validity of the mindful anthropomorphism. Indeed, QAP regression 
results confirmed that mindfully processing social cues and social signals 
predicted users’ cognitive mapping of technology differences in social 
presence-evoking power and perceived trustworthiness, which is 
consistent with past postulations about users’ mindful reactions to 
technologies (Fischer et al., 2011; Lee, 2010). Therefore, instead of 
treating mindless anthropomorphism and mindful anthropomorphism 
as mutually exclusive, researchers should be more prudent in deciding 
which mechanism has more weight under different contexts. After all, 
past works have suggested that mindful anthropomorphism is especially 
powerful when scholars seek to expound how individuals treat tech-
nologies or natural phenomena with limited cues as social actors (e.g., 
children imagining their non-humanlike toys as humanlike, picturing 
the sun or clouds as happy) (Lombard & Xu, 2021). Thus, more research 
is needed to further distinguish which mechanism is more tenable under 
various communication contexts. 

In the mindlessness condition, although the matrices of social cues 
and social signals did not explain the matrix of technology differences in 
perceived trustworthiness, the findings could be explained from the 
following three aspects. First, scholars in prior research have suggested 
that social presence, as an indicator of social perception, does not always 
lead to social attitudes or social behavior. However, social attitudes and 
social behavior can be considered a reflection of users’ social presence 
experiences (Lombard & Xu, 2021). A similar idea has been expressed in 
Lee et al.’s (2006) research, where they distinguished between 
first-degree and second-degree social responses. First-degree social re-
sponses refer to the identification of the social characteristics of tech-
nologies. Second-degree social responses refer to the attitudinal and 
behavioral changes that occur after first-degree social responses. Here, 
social presence can be seen as a form of the first-degree social responses. 
In other words, it is possible that users’ mindless processing of social 
cues and social signals was sufficient only to explain users’ social pres-
ence experiences but was not enough to arouse users’ evaluations of the 
technology credibility. 

The second possible reason lies in the mindlessness explanation it-
self. According to Nass and Moon (2000), one indicator of mindlessness 
is that individuals’ denial that technology warrants human responses. As 
participants in the mindlessness condition were asked to compare the 
technology differences in evoking social responses prior to coding the 
social cues and social signals, it is possible that when these participants 
retrospectively coded the technologies, they mindfully denied associ-
ating the dimensions of social cues and social signals with the given 
technologies, which undermined the statistical significance of the rela-
tionship between social cues, social signals, and perceived trustworthi-
ness of the technologies. 

The third reason could be that in the mindlessness condition, par-
ticipants’ evaluations of these technology differences may have been 
affected by other factors in addition to social cues and social signals. To 
understand these potential influences, we further examined how par-
ticipants in the two conditions varied with regard to their technology 
ownership, media usage, and power use of media. Results suggested that 

Table 3 
Technology differences in evoking social presence in mindful and mindless 
condition.   

Mindful Anthropomorphism Mindless 
Anthropomorphism 

Dimension 
1 

Dimension 
2 

Dimension 
1 

Dimension 
2 

Desktop computer .64 − 1.13 .46 − 1.37 
Hardcover book − 1.32 − 1.38 − 1.78 -.82 
Smart speaker 1.18 .32 1.15 .04 
Tamagotchi -.98 1.25 -.87 1.45 
Robotic vacuum 

cleaner 
− 1.38 .98 -.81 1.51 

Plasma TV -.42 − 1.36 -.48 − 1.33 
Wireless headphone − 1.47 -.30 − 1.33 -.62 
Humanoid social 

robot 
1.05 1.42 1.17 1.15 

Smartphone 1.01 -.39 .68 -.69 
Pager − 1.47 .82 − 1.53 .71 
Voice assistant 1.10 .43 1.15 .26 
E-Tablet .66 -.71 .46 -.93 
Online text-based 

chatbot 
.83 .75 .90 .56 

Smart watch .59 -.71 .85 .09 
Model Fit STRESS = .31, R2 = .63 STRESS = .32, R2 = .62  

Table 4 
Technology differences in perceived trustworthiness in mindful and mindless 
condition.   

Mindful Anthropomorphism Mindless 
Anthropomorphism 

Dimension 
1 

Dimension 
2 

Dimension 
1 

Dimension 
2 

Desktop computer .74 − 1.17 .32 − 1.40 
Hardcover book -.60 − 1.79 − 1.03 − 1.55 
Smart speaker 1.18 .40 1.19 .004 
Tamagotchi − 1.79 .52 − 1.84 .69 
Robotic vacuum 

cleaner 
− 1.34 .83 -.94 1.40 

Plasma TV -.11 − 1.32 .28 − 1.26 
Wireless headphone − 1.21 .46 -.99 -.74 
Humanoid social 

robot 
.81 1.61 1.51 .52 

Smartphone 1.04 -.45 .89 -.27 
Pager − 1.61 -.26 − 1.70 .27 
Voice assistant .84 .64 .97 .79 
E-Tablet .66 -.67 .72 -.55 
Online text-based 

chatbot 
.42 1.13 .30 1.08 

Smart watch .98 .07 .31 1.01 
Model Fit STRESS = .32, R2 = .57 STRESS = .33, R2 = .50  
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participants in the mindful condition (M = 7.49, SD = 2.51) scored 
significantly higher in technology ownership than those in the mindless 
condition (M = 7.19, SD = 2.53), t(832) = 1.98, p = .048, r = 0.06, 
meaning that those in the mindful anthropomorphism condition might 
already have had more technology use experiences and thus developed 
more trust in technologies compared to those in the mindless anthro-
pomorphism condition. However, a closer look at the effect size of the 
comparison revealed that it was lower than what is considered a small 
effect size (r = 0.10) (Cohen, 1988), meaning that the magnitude of the 
difference in technology ownership was limited. Beyond technology 
ownership, participants in both conditions did not report significant 
differences in media usage or power use (Table 5). 

5.1. Theoretical, methodological, and practical implications 

This study has theoretical significance. While the CASA paradigm has 
been widely applied in various emerging technologies, how users’ social 
responses to these technologies occur is still under debate. Past research 
has used both anthropomorphism and mindlessness as explanatory 
mechanisms of the CASA framework. This study follows researchers’ call 
for more research on the psychological processing of emerging tech-
nologies and suggests that overall mindless anthropomorphism has 
relatively more explanatory power than mindful anthropomorphism. 
This study can add to the existing literature on the CASA paradigm and 
enhance the explanatory, organizing, and heuristic power of the theo-
retical framework. 

Methodologically, as no single method or measure can fully support 
or refute either of the explanations, it is important that scholars collect 
accumulated evidence for the explanations and seek the convergence of 
findings that inform the psychological process of social responses to 
technologies. This study distinguishes itself from previous research by 
combining both experimental design and MDS. By directly avoiding 
hinting to participants about the effects of social cues and social signals 
in the mindless anthropomorphism condition and by utilizing the 
advantage of MDS in visualizing individuals’ hidden and implicit psy-
chological structures in assessing technology differences (Jaworska & 
Chupetlovska-Anastasova, 2009), this study uncovered the differences 
between a controlled, effortful, and top-down process and a sponta-
neous, involuntary, and bottom-up process in users’ social responses to 
technologies. 

Practically, the evidence that supports the mechanism of mindless 
anthropomorphism implies that researchers and developers should be 
more cautious about the potential effects of social cues and social signals 
when they design technologies. As users’ responses to technologies tend 
to rely on a more mindless and spontaneous mechanism, it is imperative 
that researchers fully inform users about the potential risks of the 
technologies designed with human characteristics. Especially when 
technologies present a rich combination of social cues (e.g., deepfake 
videos and humanoid AI news anchors), users should be aware of not 
only the promises, but also more importantly, the perils of these 
technologies. 

6. Conclusion and limitations 

This study adopts an innovative research method by combining MDS 
and an experimental design and examines whether it is mindful 
anthropomorphism or mindless anthropomorphism that prevails in 
explaining users’ social responses to technologies. This study confirms 
the validity of the mindlessness explanation that was initially proposed 
by Nass and Moon (2000) and provides additional evidence for the 
current discussion about the explanatory mechanism of the CASA 
paradigm. 

One limitation of this study is that it only seeks to investigate the 
explanations of mindlessness and mindfulness. However, as technolo-
gies have become more multi-layered, multi-structured, and convergent, 
some other explanations have emerged and necessitated more subtle 

examination. For instance, Solomon and Wash (2014) proposed the 
source orientation model whereby users may reorient their perceived 
sources in HCI based on the proximity of different technology compo-
nents or by involving human users. Thus, future research could take into 
consideration more explanatory mechanisms and test their validity in 
users’ social responses to technologies. Another limitation lies in the 
new approach, where mindless responses and mindful responses were 
examined in a generalized context. However, social responses to each 
technology in daily life may vary in individual differences and specific 
interaction contexts. Future investigation of their psychological pro-
cessing of media technologies should take into account these contexts 
and personal differences. 
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