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Abstract
As social robots begin to assume various social roles in society, the demand for 
understanding how social robots work and communicate grows rapidly. While literature 
on explainable artificial intelligence suggests that transparency about a social robot’s 
working mechanism can evoke users’ positive attitudes, transparency may also have 
negative outcomes. This study investigates the paradoxical effects of the transparency 
of facial recognition technology and speech recognition technology in human–robot 
interactions. Based on a lab experiment and combined analyses of users’ quantitative 
and qualitative responses, this study suggests that the transparency of facial recognition 
technology in human–robot interaction increases users’ social presence, reduces privacy 

Corresponding author:
Kun Xu, College of Journalism and Communications, University of Florida, 1885 Stadium Road, Gainesville, 
FL 32611, USA. 
Email: kun.xu@ufl.edu

1256899 NMS0010.1177/14614448241256899new media & societyXu et al.
research-article2024

Article

https://uk.sagepub.com/en-gb/journals-permissions
https://journals.sagepub.com/home/nms
mailto:kun.xu@ufl.edu
http://crossmark.crossref.org/dialog/?doi=10.1177%2F14614448241256899&domain=pdf&date_stamp=2024-06-02


2	 new media & society 00(0)

concerns, and enhances users’ acceptance of robots. However, exposure to both facial 
and speech recognition technologies revives users’ privacy worries. This study further 
parses users’ open-ended evaluation of the prospective application of social robots’ 
tracking technologies and discusses the theoretical, practical, and ethical value of the 
findings.
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Computers Are Social Actors, explainable AI, human–machine communication, 
human–robot interaction, social presence, transparency

Humanoid social robots are defined as “human-made autonomous entities that interact 
with humans in a humanlike way” (Zhao, 2006: 405). They often feature physical 
embodiments that communicate through social behaviors such as speech, gestures, and 
movements (Reeves et al., 2020). In recent years, social robots have been increasingly 
used to serve social roles: Japan’s home-based Lovot Robot is used to foster emotional 
bonding with humans; HuggieBot, a human-sized robot, provides human-like hugs to 
relieve stress and improve users’ mental well-being.

Despite the adoption of social robots in various settings, humans’ interaction with 
social robots has yet to achieve the sophistication depicted in science fiction portrayals 
(e.g. Westworld, Blade Runner). Indeed, conversations with social robots have been 
imbued with misunderstandings and breakdowns (Suchman, 2007). To accommodate 
robots’ immaturity in maintaining ongoing conversations, humans often need to show 
patience by slowing down their speech (Kanda et al., 2008), adjusting their postures, and 
changing their language styles (Fischer et al., 2011), which can make conversations with 
robots less natural and more cognitively taxing.

One way to mitigate the impact of the communication breakdowns between humans 
and social robots is to improve the transparency of the robot’s working mechanisms, 
provide explanations for users, and enhance users’ trust in the robot (De Graaf et al., 
2021). Wilkinson et  al. (2021) suggested that proper explanations and justifications 
allow users to understand the rationale of AI systems, and hence, augment users’ trust in 
and engagement with AI. As social robots are a convergence of a variety of artificial 
intelligence (AI) systems (e.g. facial recognition, speech recognition, gesture tracking, 
object detection), the goal of this study is to draw on recent literature on explainable AI 
(XAI) to explore whether and how increasing the transparency of a social robot’s back-
stage AI systems, especially its facial recognition and speech recognition systems, affects 
users’ perceptions of and attitudes toward the robot.

This study can make three contributions to the literature. First, although transparency 
has been considered as an ideal strategy to boost users’ trust in AI-driven technologies 
(Weitz et al., 2019), improving transparency and providing explanations may not always 
lead to users’ positive evaluation of AI (Ananny and Crawford, 2018). Explanations of 
multiple AI technologies behind social robots may cause confusion, raise users’ concerns 
about privacy intrusion, and consequently undermine trust (De Graaf et  al., 2021). 
Therefore, this study seeks to understand how individuals leverage the promises and 
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perils of transparency and how the backstage AI systems affect individuals’ trust in and 
perceived privacy risks of social robots.

Second, past research on human-robot interaction (HRI) has drawn on the Computers 
Are Social Actors (CASA) paradigm to understand how individuals respond to social 
robots as if they were social actors (e.g. Edwards et al., 2016; Li et al., 2017; Spence 
et  al., 2014; Xu, 2019). The CASA paradigm suggests that individuals inadvertently 
apply human–human communication scripts to human–technology interaction when 
technology is designed with human social cues, such as voices, human language, and 
facial expressions (Nass, 2004). Distinct from prior research, in our study, social robots’ 
facial recognition images and speech recognition rates act as auxiliary non-human social 
cues in HRI. Given that these cues do not normally exist in human–human communica-
tion but are prevalent in HRI, it is important to understand how these non-human social 
cues change the extent to which individuals treat social robots as social actors which can 
complement the existing knowledge about the CASA paradigm.

Third, this study uses triangulation (Cook, 1985) and seeks to establish correspond-
ence between users’ psychological reactions to the facial and speech recognition systems 
and users’ qualitative evaluation of these AI technologies. It pursues the convergence of 
findings by contextualizing the experiment results within users’ qualitative responses, 
which can contribute to a body of research where mixed methods are less common: in a 
recent systematic review of 132 human–machine communication (HMC) studies, mixed 
methods only accounted for five (3.79%; Richards et al., 2022).

In sum, this study unpacks the black box of a social robot’s working mechanisms and 
delves into the effects of showing participants a robot’s facial and speech recognition 
systems during human–robot communication breakdowns. By analyzing both quantita-
tive and qualitative responses, we parse out the paradoxical effects of making a social 
robot’s AI technologies transparent and comprehensible.

Literature review

Explainable AI in social robots

Researchers have referred to XAI in their explorations of how the transparency of AI 
systems affects individuals’ perceptions and attitudes toward technologies. XAI is 
defined as “the class of systems that provide visibility into how an AI system makes deci-
sions and predictions and executes its actions” (Rai, 2020: 138). Researchers and devel-
opers have explained AI systems from various perspectives. Some scholars apply global 
interpretations, explaining the logic of all the applied models in AI systems, while others 
apply local interpretations, focusing on a single model-made decision or prediction 
(Wolf and Ringland, 2020). Using a different dimension, scholars have also relied on 
model-specific interpretations to present the working mechanisms of a class of machine 
learning models or used model-agnostic interpretations to offer post hoc explanations in 
lay language (Adadi and Berrada, 2018). In this study, instead of examining users’ reac-
tions to the technical explanations about how a robot recognizes speech and detects 
human faces, we use model-agnostic interpretations to expose users to robots’ facial 
recognition images and speech recognition rates.
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XAI serves four major purposes (Adadi and Berrada, 2018). First, explanations allow 
researchers to check the AI systems and prevent them from making mistakes. Second, 
explanations improve the transparency of AI systems and expedite open collaboration 
and open innovation. Third, explanations enable AI users to understand whether AI pre-
dictions are based on any biased data input or discriminated data training processes. 
Fourth, in HRI, explanations allow users to understand how a robot acts on its decisions 
and what norms and constraints the robot factors in during its course of actions.

Past works have applied XAI to research on chatbots and virtual agents. Khurana 
et  al. (2021) found that when breakdowns occur during a human–chatbot interaction, 
explanations provided by the chatbot increased users’ understanding of the breakdowns 
and improved the perceived transparency, trustworthiness, and usefulness of the chatbot. 
Wilkinson et al. (2021) found that users reported greater trust and perceived transparency 
in the presence of a chatbot that provided justifications for its recommendations, com-
pared to one that did not.

The positive effects were also found when XAI is applied to social robotics. 
Schadenberg et al. (2021) suggested that participants who could not see the cause of a 
robot’s actions perceived it as unpredictable and less competent. By contrast, participants 
who saw the cause of the robot’s actions had better mental models of the robot and devel-
oped greater trust in it. Aligned with these findings, Fischer et al. (2018) pointed out that 
transparency had an overall positive impact on robots’ perceived trustworthiness and 
users’ feeling of control.

While this thread of XAI literature suggests that providing explanations to enhance 
transparency is an ideal strategy to boost users’ trust, another thread of literature ques-
tions the positive effects of transparency. Along this line, research suggests that the effect 
of transparency on users’ trust may be contingent upon many factors. For example, 
researchers found that the transparency of a social robot’s reasoning led to more trust 
only when the robot did not make mistakes. When participants believed the robot made 
a wrong decision, the positive impact of transparency faded away (Nesset et al., 2021). 
Another study on users’ attitudes toward AI’s classification capacity suggested that those 
with rich AI use experience preferred concept-based explanations that provided more 
numbers and equations, but those with limited AI use experience felt overwhelmed by 
concept-based explanations and valued visual-based explanations (Kim et al., 2023).

Overall, research on using explanations during HRI is still in its nascent phase. 
Whether, when, and how explanations should be provided to users demands further evi-
dence. To contribute to the current literature, this study uses XAI as a bedrock frame-
work and investigates whether and how boosting the transparency of a social robot’s 
facial recognition and speech recognition technologies affects individuals’ social 
responses to the robot.

Combining XAI and the CASA paradigm

To understand individuals’ responses to social robots, researchers have applied the 
CASA paradigm proposed by Nass et al. (1994) in the early 1990s. By conducting a 
series of lab experiments that test individuals’ reactions to computers, Nass and col-
leagues proposed that individuals’ interactions with technologies are “fundamentally 
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social and natural, just like interactions in real life” (Reeves and Nass, 1996: 5). Some 
examples of individuals’ social responses to computers in early CASA research 
include treating computers politely (Nass et al., 1994), perceiving computers as their 
teammates (Nass et al., 1996), assigning gender stereotypes to computers (Nass et al., 
1997), and preferring computers that have similar personalities to their own (Lee and 
Nass, 2005).

According to the CASA paradigm, social cues play a vital role in evoking individuals’ 
social responses to technologies. Here, social cues are defined as “biologically and phys-
ically determined features salient to observers because of their potential as channels of 
information” (Fiore et al., 2013: 2). Social responses refer to the reactions users show 
toward humans based on certain attributes or norms (e.g. genders, personalities, reci-
procity; Lee, 2023). Nass (2004) provided a list of social cues that evoke individuals’ 
social responses to technologies, which include language use, voice, face, and emotion 
manifestation. Seeking to structurally extend the CASA paradigm, Lombard and Xu 
(2021) also placed emphases on the effects of social cues and proposed that cues like 
facial expressions, human-sounding voices, gestures, and human-like appearances are 
evolutionarily powerful in eliciting individuals’ social responses.

One important indicator of users’ social responses to technologies is social presence. 
In mediated communication, Biocca et al. (2003) referred to social presence as “the sense 
of being with another” (p. 456). Expanding to both mediated and non-mediated contexts, 
Lee (2004) conceptualized it as “a psychological state in which virtual (para-authentic or 
artificial) social actors are experienced as actual social actors in either sensory or non-
sensory ways” (p. 45). Recently, Cummings and Wertz (2023) reviewed the past opera-
tionalization of social presence and re-defined it as “the perceptual salience of another 
social actor” (p. 1). Pertinent to the context of HRI, Lombard and Ditton (1997) distin-
guished two types of social presence: social-actor-within-medium presence and medium-
as-social-actor presence. The former involves users’ responses to the social cues 
presented by social actors within a medium (e.g. television anchors, media characters, 
avatars). The latter involves users’ responses to the social cues presented by technologies 
per se (e.g. social robots, computers, smart speakers). Responses to social robots, the 
subject at hand, belong to the latter category.

Medium-as-social-actor presence plays an important role in HMC. For instance, 
Bracken and Lombard (2004) found that when children perceived a computer as a social 
actor (i.e. medium-as-social-actor presence) and received positive feedback from it, their 
confidence in learning and their recall performances substantially improved. Lee et al. 
(2005) found that perceiving a robot as a social actor positively predicted the robot’s 
perceived attraction and users’ purchasing intention. To strengthen individuals’ medium-
as-social-actor presence experience, researchers have manipulated social cues in multi-
ple ways. Fiore et al. (2013) found that in a condition where a robot blocked participants’ 
travel paths and then moved aside, participants reported stronger medium-as-social-actor 
presence compared to a condition where a robot did not yield to them. In another study, 
by manipulating the kinetic cues of a zoomorphic social robot, Lee et al. (2006) found 
that users experienced stronger medium-as-social-actor presence when interacting with 
a robot that exhibited personalities complementary to their own, as opposed to one that 
exhibited matching personalities.
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Compared to past HRI research that has primarily examined the influence of design-
ing interpersonal social cues (e.g. voices, gestures, facial expressions) to robots (Krämer 
et al., 2015; Xu, 2019), what has been largely neglected is how non-human social cues 
affect individuals’ social responses. While technologies have been designed with human 
social cues to be engaging, interactive, and lifelike, it cannot be ignored that technologies 
can present cues that do not normally exist in human–human communication. For exam-
ple, when interacting with a telepresence robot, individuals may interpret the electronic 
tablet as its head and the wheels as its feet. In addition, a social robot may use light-
emitting diode (LED) lights to indicate its different emotions (Embgen et al., 2012). To 
communicate directional intent, a social robot may present floor projections of its mov-
ing directions (Shrestha et al., 2018). Some recent AI agents like Replika can send pic-
tures and use memes during communication with humans. These cues do not normally 
appear in interpersonal communication, yet they still deliver social meanings and elicit 
users’ emotional, cognitive, or behavioral reactions in HMC contexts. Thus, by scrutiniz-
ing how technologies present both human social cues and non-human social cues, 
researchers can make sense of the complicated technology environment and link differ-
ent theories and disciplines to understand users’ responses (Xu and Liao, 2020). One of 
the few empirical studies that distinguished human social cues and non-human social 
cues suggested that compared to a robot that did not demonstrate any nonverbal behav-
ior, a robot’s human-like nonverbal behavior (e.g. moving head, arms, and torso) 
enhanced users’ positive affect and self-disclosure. Meanwhile, robot-specific nonverbal 
behavior (e.g. showing and changing different eye colors) also slightly encouraged these 
responses (Rosenthal-Von der Pütten et al., 2018).

In our study, a distinctive feature of humanoid social robots is that, in addition to 
human social cues, they can present machine-generated, non-human social cues, such as 
facial recognition images and speech recognition rates. As it is rare in interpersonal com-
munication for human interlocutors to repeatedly and strategically inform their partners 
of what they hear and what they see, using robots to present these facial and speech 
recognition cues and consequently testing the effects of these cues adds an additional 
theoretical layer to the CASA paradigm, which could enhance our understanding of how 
users’ social responses to social robots vary based on these non-human social cues. Thus, 
we proposed the following research questions:

RQ1. How will users’ exposure to a social robot’s facial recognition system affect 
their medium-as-social-actor presence of the robot?

RQ2. How will users’ exposure to a social robot’s speech recognition system affect 
their medium-as-social-actor presence of the robot?

Paradox in transparency of facial recognition

A facial recognition system is “a technology capable of identifying or verifying a person 
from a digital image or a video frame from a video source” (Petrescu, 2019: 237). Facial 
recognition systems have advanced rapidly in recent years, leading to their integration 
into various sectors, such as mobile payment and entrance access control systems (Peng, 
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2022). Although using facial recognition systems enhances the efficiency and conveni-
ence of communication (Li and Li, 2023), concerns regarding users’ perception of pri-
vacy intrusion arise. For example, Pantano (2020) found that there is a prevalent belief 
that facial recognition systems may capture data related to users’ age, race, and gender. 
Concerns about such capture are exacerbated by the perception that facial recognition is 
often quiet and discreet, potentially leading to non-consensual collection of biometric 
data (Chamikara et al., 2020).

The paradox of adopting facial recognition technology also exists in HRI. A social 
robot that is designed to carry out natural and life-like conversations is often paired with 
cameras and sensors (Chuah et al., 2021). However, the technologies that enable robots 
to detect faces may intrude users’ physical, psychological, and social privacy (Lutz et al., 
2019). For example, Krupp et al. (2017) found that when interacting with telepresence 
robots, participants expressed concerns about their privacy regarding recordings of awk-
ward moments. Xie et al. (2023) found that users worried about being monitored and 
tracked during their interactions with robots, alongside the perception that their informa-
tion might be disseminated without consent.

To mitigate privacy concerns in human-AI interactions, XAI researchers have sought 
to increase transparency by providing explanations for users. For example, Suen and 
Hung (2023) noticed that explanations of AI-based video interviews improved users’ 
cognitive and affective trust in the AI systems. However, mixed findings emerged in 
Vitale et al.’s (2018) research; although transparency of the facial recognition systems 
installed in a humanoid robot enhanced the perceived predictability, attractiveness, and 
novelty, it did not reduce users’ privacy concerns as expected. In sum, while XAI litera-
ture suggests that transparency elevates users’ trust, seeing faces recognized by technol-
ogy may induce users’ privacy concerns, which could reversely undermine their trust and 
technology acceptance. Therefore, we propose the following research question:

RQ3. How will users’ exposure to a social robot’s facial recognition system affect 
their (1) trust, (2) privacy concerns, and (3) acceptance of the robot?

Paradox in transparency of speech recognition

The integration of speech recognition in social robots mirrors the Janus-faced impact 
of facial recognition. Using natural language processing, speech recognition enables 
machines to process and understand human words (Martínez-Plumed et  al., 2021). 
Speech recognition can expedite message response time, improve data collection 
speed, and consequently enhance customer service efficiency (Song, 2020). In addi-
tion, social robots equipped with the ability to recognize and react to the emotional 
tones of human speech can earn users’ trust, fostering a more empathetic interaction 
(Law et al., 2021).

Despite the promises of speech recognition, research has noticed the concomitant 
threats. Lin et al. (2022) found that extensive collection, processing, and transmission of 
speech data engendered users’ perceived privacy risks, including the disclosure of indi-
vidually identifiable information, geo-location information, and demographic details. 



8	 new media & society 00(0)

Pradhan et al. (2020) explored elderly adults’ experience with voice assistants and found 
many had privacy concerns about recorded conversations.

Echoing XAI literature, scholars perceive transparency as a possible solution to the 
negative impact of speech recognition. Although limited research has examined the 
effects of transparency of a social robot’s speech recognition rates, Zhang et al. (2020) 
investigated the influence of showing users AI’s prediction confidence score, which 
reflects, “the model’s predicted probability for the most likely outcome” (p. 1). Zhang 
et al. (2020) found that compared to delegating the decision-making to AI without seeing 
AI’s confidence score, letting AI display its score augmented users’ trust in AI’s 
decision-making.

Overall, when social robots demonstrate their speech recognition ability, they may 
evoke users’ positive attitudes, as speech recognition can ease human–robot conversa-
tions. Meanwhile, it is questionable whether users’ privacy concerns will override their 
positive experience of interacting with the robots (Lutz et al., 2019). Thus, we propose 
the following research question:

RQ4. How will users’ exposure to a social robot’s speech recognition system affect 
users’ (1) trust, (2) privacy concerns, and (3) acceptance of the robot?

In addition to testing the quantitative effects of the transparency of facial and speech 
recognition technologies in HRI, this study further probes users’ qualitative responses to 
these AI technologies, in line with Robinson and Mendelson’s (2012) suggestion that 
using qualitative questions in an experiment could provide room for participants to 
extend their answers and contextualize their quantitative responses. Indeed, scholars 
have noted the advantage of mixed methods considering that triangulation can be used to 
interweave the findings (Denzin, 1978). By bridging different but conceptually relevant 
results, triangulation can lead to more consolidated and informative findings. Thus, this 
study further examines participants’ open-ended responses:

RQ5. How do users evaluate the privacy intrusion of a social robot’s facial recogni-
tion and speech recognition systems?

RQ6. How do users evaluate the future application of a social robot’s facial recogni-
tion and speech recognition systems?

Method

Participants

A total of 102 participants were recruited from a large public university on the east coast 
of the United States to participate in a lab experiment. They were told to help test the 
basic conversation ability of a social robot. Participants were recruited through the Sona 
system and received extra credit, or through announcements posted on Reddit and 
received US$10 gift cards. After removing invalid cases due to technology failure during 
the experiment (e.g. the robot froze), the final sample included 92 participants, among 
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whom 32 were males and 60 were females. They ranged in age from 17 to 35 years old 
(M = 20.65, SD = 2.82).

Experimental stimulus

The experiment used NAO V6, a social robot developed by United Robotics Group. The 
software Choregraphe was used to program the robot’s reactions and show participants 
the robot’s speech recognition rates and facial recognition images. The Choregraphe 
interface allows researchers to monitor the status of NAO. The dialog panel visualizes 
the human speech input and the robot’s confidence rate of its speech recognition. The 
video monitor panel mirrors what the robot sees through its cameras and demonstrates its 
face recognition system.

Research design and procedures

The experiment applied a 2 (facial recognition: available vs unavailable) × 2 (speech 
recognition: available vs unavailable) between-subjects factorial design. Participants 
were randomly assigned to one of the four conditions: (1) facial recognition and speech 
recognition, (2) facial recognition only, (3) speech recognition only, and (4) neither facial 
recognition nor speech recognition. After participants entered the lab and signed the 
consent form, they completed a pre-experiment questionnaire asking about their demo-
graphic information through Qualtrics. Then, they were escorted to a connecting room 
where NAO was sitting on a desk and a 25-inch desktop computer with the software 
Choregraphe was set up (see Figure 1). Participants were asked to sit about 2 feet from 
the robot.

Participants were first introduced to a testing session in which they needed to select 
two out of 11 commands to chat with the robot (e.g. “how are you,” “what day is it 
today”). If the robot did not respond to participants, the experimenter would give sugges-
tions on how participants could change their pitch and tones to maintain the conversa-
tion. This testing session was designed to allow participants to use proper tones and 
voices to interact with NAO.

After the testing session, participants started the formal sessions. They received a list 
of 61 commands that they could use to interact with the robot. The commands were cat-
egorized into six sections including basic information, equipment, working systems, 
request, philosophical questions, and wrap-up questions. Each section listed four to 15 
commands for stimulus sampling purposes (Reeves et al., 2016). Participants were asked 
to pick one command from each section to communicate with the robot. To increase 
external validity, these verbal commands were aligned with the suggested questions 
listed in the NAO’s developer’s guide. A full list of commands is available in the 
Supplementary Materials: http://tinyurl.com/robottransparency.

During the formal sessions, when the robot did not react to participants’ commands, 
the experimenter paused the interaction and introduced participants to the Choregraphe 
interface. In the facial recognition conditions, the experimenter asked participants to 
look at the video monitor panel and explained to participants that the robot did not 
respond because it had not captured their faces. Participants were then asked to ensure 

http://tinyurl.com/robottransparency
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that their faces appeared in the video monitor window and try the same command again 
until the robot responded. Participants repeated the same procedure until the robot 
responded to all the verbal commands.

In the speech recognition conditions, when the robot failed to respond, the experi-
menter paused the interaction and asked participants to look at the robot’s speech recog-
nition rates in the dialogue panel of Choregraphe. Participants received the explanation 
that the recognition rates represented how confident the robot was in recognizing their 
words. The experimenter informed participants that the robot did not respond because 
the robot’s speech recognition confidence level was not high enough to trigger its 
responses.1 Then participants were asked to adjust their voices and try the same com-
mand again until the robot responded. Participants repeated this procedure until NAO 
responded to all their commands.

In the face recognition and speech recognition conditions, the experimenter asked 
participants to look at both the dialogue panel and the video monitor panel. Consistent 
with the speech recognition only and the facial recognition only conditions, participants 
were informed that the robot did not respond because the robot’s speech recognition 
confidence level was not high enough to trigger the response or the robot did not capture 
their faces. Participants were asked to adjust their tones or voices, make sure that faces 
appeared in the video monitor window, and try the same commands. The order of the 
explanations of the speech recognition and the face recognition systems were rand-
omized in this condition to avoid ordering effects. The Choregraphe interfaces for differ-
ent conditions are shown in Figure 2.

In the neither speech recognition nor facial recognition conditions, when the robot did 
not respond, the experimenter only asked the participants to adjust their tones or voices 
and wait until the robot’s eyes turned blue to use the verbal command again. The blue eye 

Figure 1.  Experimental setting.
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 Figure 2 (Continued)
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color is an indicator that NAO captures a face in camera. However, participants were not 
told what the robot’s eye color meant. The dialogue and the video monitor panels were 
closed in this condition. Participants were not provided with any explanations about the 
robot’s nonresponses.

All participants experienced at least one conversation breakdown during the formal 
sessions. However, since NAO’s responses varied with different individual voices, the 
number of NAO’s nonresponses to each participant could not be manipulated to be con-
sistent across conditions. Therefore, we recorded NAO’s nonresponses to each partici-
pant’s first attempt at a command as a control variable (M = 2.32, SD = 1.21). For instance, 
if NAO did not respond to two out of six commands given by a participant at the first 
attempt, the count of nonresponses was coded as two.

After the formal sessions, participants returned to the main room to complete a post-
experiment questionnaire. The experiment lasted about 30 minutes. Only one participant 
participated in the experiment at a time.

Measures

Details of measures are presented in Table 1. Participants’ demographic information, 
robot use experiences, programming expertise, and general attitudes toward robots were 
measured. These measures are provided in the Supplementary Materials: http://tinyurl.
com/robottransparency.

Figure 2.  Choregraphe interfaces for different conditions.
Picture (1) shows the condition for transparency of both speech recognition rates and facial recognition 
images. Picture (2) shows the condition for transparency of facial recognition images only. Picture (3) shows 
the condition for transparency of speech recognition rates only. Picture (4) shows the non-transparency 
condition.

http://tinyurl.com/robottransparency
http://tinyurl.com/robottransparency
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Table 1.  Measures of dependent variables.

Dependent variables Nature of 
scale

Mean (SD) Cronbach’s 
α

Scale items

Medium-as-social-actor 
presence  
(Lee et al., 2005, 2006)

Ten-point 
Likert-type

6.45 (1.7) 0.85 How much did you feel as if you were interacting with an intelligent 
being? 
How much did you feel as if you were together with an intelligent 
being? How much attention did you pay to the robot? How much did 
you feel involved with the robot? How much did you feel as if the robot 
was talking to you? How much did you feel as if you and the robot were 
communicating with each other?

Trust in robot (Gong and 
Nass, 2007; Wheeles and 
Grotz, 1977)

Seven-point 
Semantic 
differential

5.48 (0.85) 0.68 Untrustworthy—trustworthy.
Unreliable—reliable.
Inconsiderate—considerate.
Dangerous—safe.
Dishonest—honest.

Privacy concerns  
(Liu et al., 2021)

Seven-point 
Likert-type

2.95 (1.47) 0.9 1 am concerned that the robot was collecting too much personal 
information about me.
1 am concerned that unauthorized people could access my personal 
information.
1 am concerned that the robot may use my personal information for 
purposes that 1 am not made aware of.
1 am concerned that my personal information stored in the robot will 
not be protected.

Robot acceptance 
(Kuchenbrandt et al.,2013)

Seven-point 
Likert-type

5.14 (2.13) 0.81 1 liked the robot.
1 would be willing to get to know the robot more closely.
1 would be willing to talk more to the robot.
1 would be willing to purchase a similar robot.
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Participants were asked to describe whether and why they had any privacy concerns 
when interacting with the robot. They were also asked how they perceived the idea of letting 
robots present their facial recognition images and speech recognition rates in future HRI.

Data analyses

After examining univariate and multivariate outliers, three cases with multivariate outliers 
were removed. Skewed variables including robot acceptance and the number of nonre-
sponses were transformed for normal distribution. To examine RQ1 to RQ4, two-way 
ANCOVAs were conducted, with the availability of speech recognition and facial recogni-
tion systems being two independent variables. The number of the robot’s nonresponses, 
participants’ genders, programming expertise, robot use experiences, and attitudes toward 
robots were controlled based on prior literature (Johnson et al., 2004; Lee, 2008).

To answer RQ5 and RQ6, textual analyses were used to parse participants’ open-
ended responses. Based on Hesse-Biber and Leavy’s (2010) four steps for qualitative 
analyses (i.e. data preparation, data exploration, data reduction, and interpretation), 
text data were first reviewed and coded in a descriptive way. Examples of these 
descriptive codes included “denial of privacy concerns” and “acceptance of facial 
recognition.” Meanwhile, memos were taken to further categorize these codes. After 
descriptive coding, data were analytically reviewed until patterns and themes reached 
saturation (Charmaz, 2014). Some analytical codes included “de-sensitization to pri-
vacy intrusion” and “heightened sense of security.” To minimize researchers’ biases, 
three researchers independently read the qualitative data based on the themes and 
resolved discrepancies through discussion. These patterns and themes were inter-
preted and reported in the results. A number was assigned to each participant for 
anonymity and their assigned condition was marked (e.g. P26, facial recognition [FR] 
and speech recognition [SR]).

Results

Quantitative results

RQ1 to RQ4 asked how users’ exposure to a social robot’s facial recognition system and 
speech recognition system affected their medium-as-social-actor presence, trust in the 
robot, privacy concerns, and acceptance of the robot. Two-way ANCOVAs suggested 
that although exposure to the robot’s facial recognition system did not have a main effect 
on users’ trust, it had a marginally main effect on users’ medium-as-social-actor pres-
ence, F(1, 77) = 3.43, p = .068, partial η2 = .04. Those who were exposed to the facial 
recognition system (M = 6.71, SD = 1.67) experienced higher medium-as-social-actor 
presence of the robot than those who were not (M = 6.17, SD = 1.64).

Exposure to the robot’s facial recognition also had a main effect on users’ privacy 
concerns, F(1, 77) = 5.55, p = .021, partial η2 = .07. Those who were exposed to the facial 
recognition system (M = 2.62, SD = 1.22) reported significantly lower privacy concerns 
than those who were not exposed to the system (M = 3.22, SD = 1.52). Meanwhile, expo-
sure to the robot’s facial recognition system interacted with exposure to the speech 
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Figure 3.  Interaction effects between speech recognition and facial recognition on privacy 
concerns.

recognition system in predicting users’ privacy concerns, F(1, 77) = 4.22, p = .043, partial 
η2 = .05, meaning that when facial recognition was not available to users, the availability 
of speech recognition mitigated users’ privacy concerns. When facial recognition was 
available, exposure to speech recognition amplified users’ privacy concerns. The interac-
tion is shown in Figure 3.

Exposure to the robot’s facial recognition also had a main effect on users’ acceptance 
of the robot, F(1, 77) = 4.19, p = .044, partial η2 = .05. Those who were exposed to the 
facial recognition system (M = 5.40, SD = 1.05) reported significantly higher acceptance 
of the robot than those who were not exposed to the system (M = 5.02, SD = 1.16).

Exposure to the robot’s speech recognition system did not have main effects on users’ 
medium-as-social-actor presence, trust in the robot, privacy concerns, or acceptance of 
the robot. Results of the main effects are presented in Table 2.

Qualitative results

RQ5 asked about participants’ privacy concerns related to the social robot’s facial and 
speech recognition systems. Overall, participants expressed limited privacy concerns 
over interactions with NAO, even though they were aware that their face images or 
speech was tracked. One major reason was that participants felt limited disclosure of 
their personal information. Some participants mentioned that even though the robot saw 
their faces, they did not disclose information that was too personal to be exploited. One 
participant mentioned,
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The robot did not really gain any personal information from me other than my face on its 
camera and the sound of my voice. In the conversation, the robot did not ask any information 
about me, and I did not give it any personal information voluntarily either. (P36, neither SR 
nor FR)

Similarly, another participant mentioned that other than face or voice capture, she did 
not see sensitive data disclosed to the robot, implying that face recognition or voice rec-
ognition did not evoke their worries as much as other personal information. Regarding 
what counts as sensitive data, one participant added that if the robot had requested 
income or social security numbers, she would have been more careful.

While some indicated that nothing too personal was disclosed, others felt powerless 
and was desensitized to privacy intrusion. One participant reported that giving personal 
data to the robot is “just like giving any other company personal data” (P67, SR and FR). 
Another participant commented,

I don’t think too much about privacy concerns when it comes to AI and technology [.  .  .]. It’s 
less about not caring about privacy issues, and more of just how most social media platforms 
and your digital devices track you so you’re simply used to it. (P35, SR)

While most participants expressed few concerns over the robot’s collection of their 
facial and speech information, a small number of participants expressed sensitivity to the 
robot’s tracking technologies. One noted that “a camera may pick up key details in the 
background that could indirectly expose more information than I intend to give to the 
robot” (P52, FR).

RQ6 asked about users’ attitudes toward the future application of a social robot’s 
facial recognition and speech recognition systems. First, advances in speech recog-
nition and facial recognition capabilities, according to participants, made robots 
“humanlike communicators” (P85, neither SR nor FR). Although this participant 
did not specify the meaning of “humanlike communicators,” another added that 
these features could “help the robot-human interactions become smoother and help 
both parties adjust to best practices for effective communication” (P68, neither SR 
nor FR).

Table 2.  Main effects of speech recognition and facial recognition.

Facial 
recognition

No facial 
recognition

Main 
effects

Speech 
recognition

No speech 
recognition

Main 
effects

  M (SD) M (SD) F M (SD) M (SD) F

Medium-as-social-
actor presence

6.71 (1.67) 6.17 (1.64) 3.43† 6.36 (1.69) 6.54 (1.65) 0.11

Trust 5.58 (0.83) 5.41 (0.83) 1.66 5.48 (0.86) 5.51 (0.81) 0.02
Privacy concerns 2.62 (1.22) 3.22 (1.52) 5.55* 2.78 (1.29) 3.08 (1.53) 0.88
Acceptance 5.40 (1.05) 5.02 (1.16) 4.19* 5.09 (1.14) 5.34 (1.08) 0.6

M: mean, SD: standard deviation.
*p < .05; †p < .01.
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Another reason for participants’ endorsement of the facial and speech recognition 
features is that these technologies could “make people less afraid of their robots since 
they can really understand what the robot is perceiving” (P13, SR and FR). Consistent 
with how transparency in XAI can boost users’ trust in the AI systems, participants 
remarked that “seeing how the robot works makes things less of a mystery for a civilian, 
as they are able to plainly see how the programming of the robot works instead of just 
seeing an intelligent being” (P38, SR).

Results further suggested that rather than feeling disturbed by the invasion of the 
technologies, users believed that these facial recognition and speech recognition systems 
actually enhanced security:

Facial recognition is used to protect phones, laptops, office buildings, and more these days. To 
add that feature onto a robot would probably allow it to be more secure in some ways and be 
more lifelike and natural as it detects the changing expressions on someone’s face or the 
difference between two faces. (P23, SR+FR)

While most participants had overall positive attitudes toward the future application of 
facial recognition and speech recognition technologies in social robots, others shared 
mixed feelings. They acknowledged the usefulness of the technologies, but they also 
raised concerns over who controls the technology, “If the operator of the robot is reliable, 
I would definitely love to interact with the human-robot[sic]” (P20, SR + FR). Similarly, 
another participant suggested that it would be dangerous if the technology gets into the 
wrong hands and more regulations are needed if the technology is released to the 
public.

Discussion

Summary

This study seeks to understand users’ psychological responses to social robots when 
robots demonstrate their backstage working mechanisms. Findings indicate that trans-
parency of a social robot’s facial recognition system evoked users’ perception of the 
robot as a social actor, ameliorated users’ privacy concerns, and increased users’ accept-
ance of the robot. The transparency of the robot’s speech recognition system abated 
users’ privacy concerns when the facial recognition system was not made available. 
However, when both the facial recognition and the speech recognition systems were 
made transparent, users’ privacy concerns slightly revived compared to when only the 
facial recognition system was available.

The study further evaluated users’ qualitative responses. Users reported limited privacy 
concerns when interacting with the social robot. Several factors attenuated their perceived 
privacy risks. For example, their self-disclosure of private information was regarded as 
minimal. Users also naturalized information collection and felt powerless to counter pri-
vacy invasion. Moreover, rather than treat facial recognition and speech recognition as a 
threat, participants expressed favorable attitudes toward future applications of these tech-
nologies. They suggested that these AI recognition technologies streamlined HRI, enhanced 
the transparency of the robot’s actions, and even improved their sense of safety.
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Findings and implications

Participants’ exposure to the social robot’s facial recognition system increased their 
medium-as-social-actor presence. This finding can add to the CASA paradigm in that 
prior HRI literature has primarily focused on how users react to social robots that are 
designed with human social cues (e.g. human-like appearances, voices). Results in this 
study indicate that showing participants a social robot’s non-human, machine-generated 
social cues, such as facial recognition images, can also evoke users’ perception of the 
robot as an intelligent social being. In this process, participants experienced heightened 
medium-as-social-actor presence, probably because they realized that the robot must 
“see” their faces to continue the conversation, which might have evoked a sense of face-
to-face interaction between the participants and the robot. The postulation was corrobo-
rated by participants’ qualitative responses, in that they found the transparency of the 
facial recognition images made the robot “humanlike communicators.”

Aside from medium-as-social-actor presence, the transparency of the social robot’s 
facial recognition images mitigated users’ privacy concerns and enhanced users’ accept-
ance of the robot. Situated in the paradox between the positive effects of transparency 
and the negative effects of being exposed to the facial recognition systems, this study 
supports that transparency prevails over the potential perceived privacy risks generated 
by the facial recognition technology, which echoes prior findings about how XAI 
enhances transparency and positively affects users’ attitudes toward chatbots and robots 
(Khurana et al., 2021; Schadenberg et al., 2021). Although past research has suggested 
that facial recognition technology raised users’ privacy concerns in HRI (Krupp et al., 
2017; Lutz et al., 2019), this study indicates that when communication breakdowns in 
HRI occur, transparency can at least partially render a social robot more apprehensible 
and approachable.

The prevailing effect of transparency over privacy risks was also reflected in users’ 
qualitative responses, as participants mentioned that transparency demystified how the 
robot worked and made them “feel less afraid.” Some even argued that robots’ facial 
recognition systems could enhance their security, as emerging technologies such as lap-
tops and smartphones have already adopted such technologies to protect their personal 
information. These qualitative responses complemented the quantitative findings and 
documented users’ favorable attitudes toward the facial recognition technology in HRI.

Meanwhile, this study revealed more nuances regarding the interaction effect between 
the transparency of the facial recognition system and that of the speech recognition sys-
tem. Specifically, when facial recognition technology was not transparent, the transpar-
ency of the speech recognition system eased users’ privacy concerns. However, when 
facial recognition technology became transparent, the additional transparency of speech 
recognition system slightly exacerbated users’ privacy concerns (Figure 3). Meanwhile, 
when both the speech recognition and the facial recognition systems were made transpar-
ent, users’ privacy concerns were lower than when neither system was transparent. This 
finding implied that overall, transparency was useful in attenuating users’ privacy con-
cerns. However, compared to when only facial recognition was made transparent, the 
availability of both recognition systems would likely revive users’ privacy concerns. 
Based on the finding, it can be further conjectured that as exposure to a robot’s AI 
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tracking technologies grows, the positive effects of transparency may gradually recede 
and users’ caution regarding these tracking technologies may grow.

Results also suggested that although transparency of facial recognition relieved users’ 
privacy concerns, it did not enhance users’ trust in the social robot. Neither did the trans-
parency of its speech recognition rates. These results contradict past XAI literature on 
the positive relationship between AI’s transparency and credibility (Adadi and Berrada, 
2018). Rather, Ananny and Crawford’s (2018) perspective that transparency does not 
necessarily build trust was corroborated. Two factors could explain the non-significant 
effect here. First, while transparency might have elevated users’ trust, such effect might 
have been counterbalanced when users realized that their faces or voiced were tracked 
and analyzed by these backstage AI systems. Second, given that the mean values of trust 
in each experiment condition (Table 2) were much higher than the mid-point of the 
seven-point scale, there might be a ceiling effect at play. A scale with a wider range might 
be helpful in establishing a more reliable relationship between the robot’s transparency 
and perceived trustworthiness.

What merits further note is that this study focuses on the model-agnostic interpreta-
tions of AI’s working mechanisms. Unlike model-specific interpretations that explain the 
technical structure and the learning mechanisms of the AI models, the model-agnostic 
interpretability seeks to use human comprehensible language to enhance laypersons’ 
understanding of AI systems (Adadi and Berrada, 2018). Therefore, informing and show-
ing participants a robot’s facial recognition images and speech recognition rates after its 
failure to carry out smooth communication is merely one way to improve transparency. 
Indeed, Miller (2019) argued that explanations about AI are socially constructed and 
selective, suggesting that researchers may use various lenses to frame explanations about 
AI’s performances. Examples of these lenses include how facial recognition works, how 
speech is analyzed, what facial features are used to train AI models, and what facial and 
speech data are stored in the robot. These different concentrations on explanations may 
substantially change users’ perceptions of privacy risks and their attitudes toward AI’s 
performances.

Taking a step further, as AI-based technologies, such as computer vision and speech 
detection become more automatic, learning-based, and data-centric, it is likely that future 
HRI will become more efficient and natural. While these AI technologies evolve over 
time, the explanations about the technology performances will receive increasing atten-
tion. Considering that non-AI experts may lack sufficient motivation for understanding 
AI models or feel overwhelmed by the technical features of AI technology (Kim et al., 
2023), exploring and contemplating the methods that best enhance users’ understanding 
of AI performances could guide future AI research. Just as Malle (2006) argued, explain-
ers must not only gather evidence for explanations but also learn to communicate expla-
nations. Thus, future research may benefit from understanding individuals’ interactions 
with both AI technologies and the explanations about these AI technologies.

Finally, the mean values of privacy concerns across different conditions were lower 
than the mid-point of the scale, which dovetails with users’ limited privacy concerns 
according to their qualitative responses. The low privacy concerns can be partially attrib-
uted to the limited disclosure of their personal information, as some participants believed 
that the robot did not obtain any personal information except their faces and voices. This 
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finding implied that participants tended to rank their facial and vocal information as less 
important than other private information such as income or social security numbers. 
Especially given that participants had overall favorable attitudes toward the future adop-
tion of AI tracking technologies in HRI, this finding could be alarming, as users’ facial 
and speech traits may serve as unique biometric identifiers of their private information 
(Prabhakar et al., 2003), possibly leading to unexpected divulgence of more physiologi-
cal and behavioral data, such as medical, travel, and purchase records (Lin et al., 2022).

Theoretical contributions

The study findings can provide fertile ground for theoretical development. First, the 
application of the CASA paradigm in prior HRI research has established a positive rela-
tionship between social cues and social responses (Krämer et  al., 2015). This study 
expands the CASA paradigm and suggests that users are sensitive not only to the social 
cues that traditionally fall into interpersonal communication (e.g. human voices, ges-
tures) but also to some non-human social cues that serve as unique features in HMC (e.g. 
facial recognition images, speech recognition rates). These non-human social cues may 
not be limited to the transparency-related cues tested in current research. They could 
involve how a robot presents LED lights or flashes to indicate different psychological 
states (Embgen et al., 2012; Rosenthal-Von der Pütten et al., 2018) or how a robot pro-
jects virtual arrows to indicate its directional intention (Shrestha et  al., 2018). Thus, 
future HMC research should not only investigate the effects of human social cues 
designed into robots but also concentrate on the effects of these machine-generated, non-
human social cues. Some initial steps might include listing all the possible non-human 
social cues that deliver social meanings, exploring how robots could present different 
constellations of human social cues and non-human social cues, and testing how users’ 
social responses may vary based on different combinations of cues.

Second, this study presents an opportunity to revisit the conceptualization of social 
cues. Nass and Moon (2000) suggested that individuals socially and mindlessly respond 
to technologies because they have been repeatedly exposed to the social cues in interper-
sonal communication and thus tend to ignore “the cues that reveal the essential asocial 
nature” (p. 83). Yet, this study implies that the cues designed into machines may need to 
be examined in a more nuanced manner. As researchers found that individuals can iden-
tify, distinguish, and socially react to machine-generated non-human social cues 
(Rosenthal-Von der Pütten, 2018), a more subtle theorization of cues that characterizes 
their effects in eliciting users’ social responses could be envisioned. For example, prior 
research has suggested that within human social cues, there exists a hierarchy of cues 
that evokes users’ different levels of social reactions to technologies (Lombard and Xu, 
2021). Hence, it is reasonable to postulate that within non-human social cues, some cues 
should also be more effective in raising users’ social responses than others. In our study, 
the perusal of facial recognition images and speech recognition rates may merely serve 
as an entry point for further research on the conceptualization of “socialness” underlying 
non-human social cues.

Third, this study suggests that using XAI to improve transparency has its limits. While 
prior literature suggested that transparency can reduce users’ privacy concerns, this study 
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found that the transparency of AI tracking technologies in social robots evolved into a 
paradox where combining the transparency of both speech and facial recognition height-
ened participants’ privacy concerns (compared to transparency of the facial recognition 
system only). Such privacy concerns could reversely harm users’ trust, overshadow the 
effects of transparency, and even evoke negative feelings. Our findings implied that a 
situated balance between transparency and privacy risks may exist, as users’ privacy 
concerns may swing based on how much transparency is provided and how tracking 
technologies are characterized. Thus, commensurate with Ananny and Crawford’s (2018) 
critical analyses of transparency, a more systematic approach to theorizing the paradox 
of transparency is necessary in future XAI development.

Practical and ethical implications

As increasing the transparency of a robot’s facial recognition system can reduce users’ 
privacy concerns and enhance users’ experience and acceptance of the robot as a social 
actor, developers may consider designing a secondary screen to show users what the 
robot sees through its cameras in future HRI. Especially considering that participants felt 
safer and perceived the interaction with the robot equipped with such technology as 
human-like and effective, more open and transparent HRI practices could be congenial 
to future robot users.

From an ethical perspective, using transparency cues to enhance users’ medium-as-
social-actor presence and technology acceptance could be perilous, especially consider-
ing that transparency, or explanations about AI’s working mechanisms could be 
manipulated or selectively framed by explainers. Therefore, technology developers or 
researchers should implement proper regulations or ethical codes to ensure the safe use 
of technologies and the provision of reliable and responsible explanations. For example, 
developers or marketers should seek to receive users’ consent to the capture of their 
facial, vocal, and other biometric information. They should also be open with users about 
who will have access to their data and how their biometric data will be used for purposes 
like data training and algorithmic recommendations (Marwick and boyd, 2014).

Conclusions and limitations

As social robots and their backstage AI technologies (e.g. object detection, facial recog-
nition) enter society, users’ demand for these AI systems to be transparent and explaina-
ble is growing (De Graaf et  al., 2021). On one hand, users expect to have smooth 
communication with social robots. On the other hand, enabling such experience requires 
social robots to use AI technologies to quickly capture and predict users’ physiological 
and psychological status. While explanations about these AI technologies could improve 
the transparency of how a robot works, facing the intrusion of these technologies may 
raise users’ fears. Overall, this study suggests that proper use of transparency could 
relieve users’ privacy concerns and increase users’ acceptance of the robot. Although 
users have mixed feelings about the facial and speech recognition technologies in HRI, 
their overall attitudes toward the prospective application of these technologies tend to be 
favorable.
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One caveat is that due to the variability of participants’ voices, the times of NAO’s 
nonresponses to each participant’s commands at their first attempt could not be manipu-
lated. Future research could try other approaches to keeping the robot’s nonresponses 
consistent across conditions. Second, this study used a socio-emotional context. Future 
research could situate users’ reactions in a task-oriented scenario and investigate whether 
the effects of transparency will change based on users’ evaluation of robots’ final deci-
sion-making. Finally, we acknowledge the limitations posed by the recruitment of a 
small sample of college students. It is important that future research should aim at larger 
and more diverse populations to enhance the external validity of our findings. Although 
our controlled lab experiment prioritized the internal validity of the findings, it may not 
fully capture HRI dynamics that occur in natural settings. Also, the sample of college 
students might have imposed influence on the results based on their characteristics (e.g. 
having a weaker sense of self, having higher-than-average cognitive skills; Basil, 1996). 
Moving forward, more research should be conducted to test our findings across varied 
environments and populations to build our understanding of the dynamics in HRI where 
AI systems have an increasing presence and influence.
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Note

1.	 In the robot’s default setting, it automatically responds to participants when its confidence of 
the speech recognition rate is over 50%.
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